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Dedication

This guidebook is dedicated to Dr. Peggy Maki, whose pioneering partnership with Massachusetts’ 
AMCOA initiative redefined institutional capacity for equity-driven assessment. As the architect of the 
Commonwealth’s groundbreaking 2011-2013 Davis Foundation-funded initiative, she equipped all 28 
undergraduate-serving public institutions to replace compliance rituals with the American Association 
of Colleges and Universities (AAC&U) Valid Assessment of Learning in Undergraduate Education (VALUE) 
rubric-driven analysis of authentic student work. Her hands-on mentorship transformed AMCOA into 
a national model for cross-institutional collaboration. By embedding real-time analysis of enrolled stu-
dents’ evolving needs into Massachusetts’ academic DNA, she demonstrated how statewide systems could 
leverage assessment as both a diagnostic tool and moral imperative, prioritizing timely interventions over 
delayed diagnostics at scale. Her legacy endures in every campus that treats assessment as a covenant 
with current learners, ensuring today’s data fuels today’s equity interventions. 

With deep respect and gratitude, this work honors her legacy of inquiry, integrity, and hope.

Note: This guidebook represents the state of GenAI in assessment as of June 2025. Given the rapid pace of GenAI 
development, assessment professionals should seek current information and maintain connections with profes-
sional networks for ongoing learning and support.
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Preface by Deputy Commissioner Richard Riccardi
Dr. Richard Riccardi, Deputy Commissioner for Academic Affairs & Student Success

Massachusetts Department of Higher Education

The Massachusetts Department of Higher Education (DHE) and the Board of Higher Education (BHE) 
recognize the transformative potential of Generative Artificial Intelligence (GenAI) in shaping the future 
of assessment and accountability in higher education. As public institutions across the Commonwealth 
adapt to an increasingly complex educational and technological landscape, it is imperative that we ex-
plore how emerging tools like GenAI can be responsibly leveraged to strengthen the quality, equity, and 
transparency of our assessment practices in alignment with Massachusetts’ broader goals for innovation, 
workforce readiness, and student success. 

This toolkit offers a timely, practical, and evidence-based guide for assessment professionals seeking to 
navigate GenAI’s role in institutional and program-level assessment. It reflects our shared commitment 
to continuous improvement, student learning, and responsible innovation. The approaches outlined here 
directly support the BHE’s Strategic Priorities, including closing equity gaps, increasing credential attain-
ment, and preparing students for a dynamic, AI-infused workforce that demands both technical fluency 
and human-centered judgment. 

Importantly, this resource reinforces that GenAI should not replace human expertise, professional 
judgment, or mission-driven values at the heart of higher education. Rather, it should be implemented 
thoughtfully and equitably, as a tool to enhance learning, inform decision-making, and foster institutional 
effectiveness across Massachusetts’ public colleges and universities. 

The Department of Higher Education thanks the contributors and collaborators who helped shape this 
work and offer it as a valuable resource for campus leaders, faculty, and assessment professionals across 
the system.
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Foreword by Assistant Commissioner Robert Awkward
Dr. Robert Awkward, Assistant Commissioner for Academic Effectiveness

Massachusetts Department of Higher Education

New innovations in life, work, and education always have consequences. Some freeze with fear, others 
are outraged, and many are intrigued but hesitant. Then there are the early adopters who jump in and 
try it right away. Each of us has experienced a range of reactions to technological change over time, from 
the shift to word processing and the internet to the evolution from PCs to Macs, mobile phones to smart-
phones, and the rise of online learning and learning management systems. The list goes on, because if 
there is one constant in the universe, it is the inevitability of change. And while humans are the creators 
of the innovations that produce change, that does not mean we are all comfortable with them. 

It is a common pattern throughout history. Game-changing technologies first unsettle us before inspiring 
new ways of thinking. Artificial intelligence, especially GenAI, follows that familiar arc. I recall the earli-
est campus debates about AI, full of both dread and wonder, and they bring to mind Apple’s famous 1984 
commercial. In that ad, a lone woman hurls a hammer through a screen where rows of identical-looking 
men chant in unison, shattering their programmed conformity. Apple’s message was clear: true innova-
tion liberates us from sameness and invites individual creativity. In the same spirit, GenAI now promises 
to break the spell of routine workflows and open space for originality. If Apple’s hammer symbolized 
personal empowerment in computing, GenAI may become the hammer that frees knowledge work from 
mechanical repetition, the next chapter of that history in the making. 

The diffusion of technological innovation is often uneven. While GenAI has been rapidly integrated into 
commercial and nonprofit sectors, its adoption in public systems, including state government and public 
higher education, has been more cautious, as it must balance innovation with regulatory compliance, eth-
ical oversight, and public accountability (McKinsey & Company, 2023). This is partly due to the sensitive 
nature of the information managed by government agencies and its responsibility to protect it securely. 
The education sector has similar constraints. For example, student-related data used in GenAI tools must 
be carefully vetted to ensure compliance with FERPA regulations.  

Like our counterparts in public service, Massachusetts public higher education must prioritize robust 
data security, ethical stewardship, and Family Educational Rights and Privacy Act (FERPA) compliance 
as foundational elements before fully adopting this technology at scale. Research suggests that GenAI is 
unlikely to fully replace humans in most professions but may shift job demands toward those skilled in 
its use. For example, a 2024 McKinsey survey found that 65% of organizations prioritize AI-augmented 
roles in sectors like technology and professional services, indicating that workers proficient in AI tools 
often outperform those who are not (McKinsey & Company, 2023). AI functions as a human-designed tool, 
with its effectiveness often depending on users’ ability to craft prompts, interpret outputs, and integrate 
results into decision-making. GenAI adoption rewards skilled users, but requires careful management to 
address risks. 

For assessment professionals, GenAI is a powerful tool to work more efficiently, especially as many offices 
remain understaffed while demands grow (Slotnick & Nicholas, and Boeing in press; Educause, 2024). 
AI can ease the burden of labor-intensive tasks, freeing time for collaboration and ultimately improving 
student learning outcomes. 



6

In writing this guidebook, the goal was to offer members of the Massachusetts public higher education 
assessment community a clear road map to understanding AI and GenAI, including: (a) how these tech-
nologies work, (b) how they can be used to enhance the efficiency and effectiveness of assessment prac-
tices, and (c) important cautions about their limitations. The goal is to save time, strengthen institutional 
capacity, and support confident navigation of this evolving landscape. 

I want to thank the team of professionals who performed a labor of love to create a guidebook for their 
assessment peers. First, sincere appreciation goes to Dr. Ruth Slotnick, Director of Assessment at Bridge-
water State University, who led the Massachusetts AI in Assessment Working Group. While the guidebook 
represents a collective effort, every successful team requires a steady and visionary leader. Ruth was the 
undisputed leader of this initiative, and the completed guidebook stands as a testament to her unwaver-
ing focus, strategic vision, leadership acumen, and resilience. Second, heartfelt thanks to the members of 
the AI in Assessment Work Group. As the saying goes, there is no “I” in a team.  

This group demonstrated a shared commitment to a common purpose: producing a timely and useful 
resource on a challenging and evolving topic. Their ability to collaborate within tight timelines for the 
benefit of the greater good is commendable.  

The additional team members are:

•	 Gaelan Lee Benway, Ph.D., Dean for Curriculum, Instruction, Assessment & Professional Develop-
ment, Quinsigamond Community College

•	 Joanna Boeing, Assistant Director of Assessment, Bridgewater State University

•	 Junelyn Pangan Peeples, Ph.D., Assistant Vice President for Institutional Research and Strategic 
Effectiveness, Massachusetts College of Art & Design

•	 Gabriel Rodriguez, Senior Assessment Analyst, University of Massachusetts Amherst

•	 Peter Shea, Assistant Dean of AI Integration, Middlesex Community College (co- lead)

Third, a special thank you to our external peer reviewers for lending their expertise and thoughtful cri-
tique:

•	 Kristina Scott, Ed.D., Associate Dean, McKeown School of Education, Salem State University

•	 Halye Sugarman, J.D., Dean, Business & Professional Studies, MassBay Community College

Thank you to each of these individuals for their time, intellect, and dedication. Without their collective 
efforts, this project would not have been possible.
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Executive Summary 
This guidebook addresses a critical readiness gap among assessment professionals nationally, where 
only 7% feel prepared for GenAI integration despite its transformative potential. Developed by the Mas-
sachusetts AI in Assessment Working Group and commissioned by the Department of Higher Education, 
it provides practical frameworks for responsibly implementing GenAI tools while maintaining human 
expertise at the center of assessment practice. The guidebook emphasizes five core principles—using AI 
to enhance rather than replace human judgment, ensuring transparency, centering equity, maintaining 
contextual relevance, and supporting continuous professional development. Through detailed implemen-
tation strategies, faculty partnership approaches, and risk mitigation frameworks, it positions assess-
ment professionals to lead institutional transformation while addressing critical concerns, including data 
privacy, algorithmic bias, and environmental sustainability. Leveraging Massachusetts’ unique advantages 
of inter-institutional collaboration through AMCOA, diverse institutional types, and strong state coordi-
nation, the guidebook calls for immediate action, asserting that assessment professionals cannot afford to 
wait for perfect conditions, but must begin integrating GenAI now to better serve all students, particularly 
those from historically underserved communities across the Commonwealth’s public higher education 
system.
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Overview
This chapter introduces the rationale, cvontext, and organizational structure behind the development of 
this guidebook. It outlines how Generative Artificial Intelligence (GenAI) is reshaping higher education 
assessment and sets the stage for ethical, effective integration.

Key Points
• GenAI should enhance, not replace, assessment professional expertise
• Massachusetts’s collaborative infrastructure provides unique implementation advantages
• Assessment professionals must lead transformation while maintaining methodological rigor

1. Purpose and Context
Generative Artificial Intelligence (GenAI) reshapes how higher education institutions approach assess-
ment, from analyzing student learning to documenting program effectiveness for accreditors like the 
New England Commission of Higher Education (NECHE). These transformations create profound impli-
cations for public colleges and universities, where GenAI offers powerful tools to enhance equity-minded, 
improvement-oriented assessment while raising pressing concerns about data integrity, faculty autono-
my, and methodological rigor. This approach builds on Ewell’s (2008) foundational distinction between 
assessment for accountability and assessment for improvement, emphasizing that GenAI applications 
should primarily serve program enhancement and student learning rather than mere compliance.  

The acceleration of GenAI across higher education globally means that 
Massachusetts assessment professionals cannot wait for perfect prepara-
tion before embracing the potential of these tools to transform how they 
serve students. This guidebook responds to the urgency and  
opportunity of this transformation by providing assessment  
professionals with practical strategies for thoughtful GenAI integration 
into program-level and institutional assessment processes that maintain 
human expertise at the center of decision-making. 

A central principle guides this work:  
GenAI should enhance, not replace, human expertise and professional judgment.  
 
Assessment professionals occupy unique positions to guide this transformation, drawing upon estab-
lished expertise in evidence-based decision-making, methodological rigor, and ethical practice. The role of 
the assessment professional as a translator between complex data and meaningful insights becomes even 
more critical when GenAI-generated analyses require human interpretation within specific institutional 
contexts.

Assessment professionals cannot 
afford to wait for institutional  

permission or perfect preparation.

Chapter 1: Introduction and Working Group Framework
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2. Definition of the Assessment Professional
This guidebook defines assessment professionals as individuals who are responsible for coordinating and 
leading institution-wide, program- and course-based assessment efforts, and the individuals who 
contribute to reporting assessment activities and results to a variety of internal and external  
stakeholders. Building upon Nicholas and Slotnick’s (2018) foundational work, assessment professionals 
typically work full-time in assessment at institutions of higher education serving in both academic affairs 
and student affairs assessment at the college or university level.  

Assessment professionals hold titles such as Dean of Assessment, Director of Assessment, Associate/
Assistant Director of Assessment, Coordinator of Assessment, and Assessment Specialist. The broad 
emphasis and range of assessment professional functions primarily include institutional and program as-
sessment of student learning, accreditation, assessment in grants, academic program review, institutional 
effectiveness, and planning. 

3. Background: Assessment Professional Readiness Gap
Recent research reveals a significant preparation gap among assessment professionals. The scope of this 
challenge becomes clear when examining readiness levels across the profession. A 2024 survey of 264 
assessment professionals conducted by Slotnick and Nicholas demonstrates the magnitude of this prepa-
ration gap, with only 7% feeling ‘very prepared’ to manage AI-related changes in assessment, while 55% 
reported feeling ‘somewhat prepared’ and 38% felt ‘not prepared’ at all (see Figure 1.1). This data under-
scores the critical need for targeted professional development and the urgency behind this guidebook’s 
development. 

Figure 1.1 Assessment Professional GenAI Preparedness Levels Note. Adapted from Slotnick & Nicholas 
(2024, October), conference presentation at the Assessment Institute in Indianapolis.
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Even more striking, Figure 1.2 demonstrates that 69% of assessment professionals reported not currently 
using AI in their assessment work, with only 31% indicating current usage. 

Figure 1.2 Current GenAI Usage in Assessment Work Note. From Slotnick & Nicholas (2024, October), 
conference presentation at the Assessment Institute in Indianapolis.

Figure 1.3 Expected Role of GenAI in Assessment Processes Note. From Slotnick & Nicholas (2024, Octo-
ber), conference presentation at the Assessment Institute in Indianapolis. 

Despite this limited current use, Figure 1.3 reveals that assessment professionals recognize AI’s potential, 
with 50% expecting AI to play a moderate to major role in their future assessment processes, while 22% 
remain unsure about AI’s role. 

These findings underscore the critical need for field-specific guidance that acknowledges both practical 
challenges and professional commitments. The gap between recognition of GenAI’s potential and actual 
implementation reflects broader challenges facing higher education: limited resources, competing prior-
ities, and the need to maintain assessment integrity while embracing innovation. No assessment profes-
sional needs to navigate this alone. To support assessment professionals in navigating these challenges, 
a comprehensive AI Readiness Self-Assessment instrument is provided in Appendix A to help individuals 
identify their current competency levels and priority areas for development.
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4. Origins of the GenAI in Assessment Working Group
To address this readiness gap, the Massachusetts Department of Higher Education (DHE) convened the 
GenAI in Assessment Working Group in January 2024. The working group drew participation from across 
the state’s public higher education system, including community colleges, state universities, and  
University of Massachusetts campuses. Members brought expertise in assessment and institutional 
research, learning development, and GenAI integration, creating a diverse collaborative team that could 
address varied institutional contexts and needs.

 
The working group prioritized a practitioner-driven process grounded in real-world challenges and insti-
tutional diversity, focusing on actionable guidance that could be immediately implemented within exist-
ing resource constraints and policy frameworks.  

5. Process and Methodology
The group followed a structured, inclusive process designed to produce practical, immediately applicable 
guidance. Initial brainstorming sessions identified key focus areas using national survey data and  
practitioner insights from across Massachusetts public higher education. Collaborative writing paired 
members based on interests and complementary strengths, creating chapters that benefited from  
multiple perspectives while maintaining coherent voices. Iterative feedback cycles ensured quality and 
relevance through multiple review rounds, with drafts undergoing peer review within the working group. 
This process reflected the assessment field’s commitment to evidence-based continuous improvement, 
applied to the development of professional guidance. 

6. Foundational Principles
The guidebook builds upon five core principles for responsible GenAI integration that reflect both techno-
logical possibilities and professional values essential for public higher education. 

GenAI as Enhancement, Not Replacement positions GenAI as a powerful tool that should support 
rather than supplant faculty expertise and professional judgment. This principle acknowledges GenAI’s 
capabilities in processing large datasets while affirming that human professionals must interpret findings 
within institutional contexts and maintain accountability for assessment outcomes. 

Transparency and Continuous Improvement require that, wherever feasible, the use of GenAI in  
assessment is clearly documented and systematically reviewed. To guide this process, assessment  
professionals can draw upon ethical reasoning frameworks such as the Eight Key Questions (8KQ)  
(Robinson, Hawk, Horst, & Prendergast, 2021), which prompt reflection on fairness, responsibilities, and 
long-term consequences. These questions help ensure that GenAI applications align with institutional 
values, promote equitable outcomes, and uphold assessment integrity. 

Equity at the Core demands that institutions systematically audit GenAI tools for bias and ensure  
accessibility across diverse student populations. This principle recognizes that GenAI systems can  
perpetuate or amplify existing inequities unless carefully designed and monitored for fairness.
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Contextual Relevance ensures that GenAI strategies align with institutional missions, NECHE  
accreditation expectations, and local values while respecting the diversity of educational approaches 
across Massachusetts public higher education. Community colleges serving diverse adult learners will  
implement GenAI differently than research universities with traditional student populations, and  
specialized institutions will require approaches that honor their unique missions and student bodies.  

Professional Growth and Development recognizes that assessment professionals need ongoing support 
to develop GenAI literacy through hands-on training, peer learning, and experimentation opportunities 
facilitated through AMCOA’s collaborative community, where assessment professionals learn from one 
another and visiting experts. 

7. Professional Roles in the GenAI Era
Thoughtful GenAI integration requires reimagining how assessment professionals apply their established 
expertise while maintaining core professional commitments. The framework developed by Jankowski and 
Slotnick (2015) identifying six essential roles for assessment professionals provides structure for under-
standing how AI integration intersects with existing professional functions (Slotnick and Boeing, 2024). 
These roles—Method Expert, Translator, Facilitator, Political Navigator, Visionary, and Social Justice  
Advocate (Jankowski, 2022)—remain central to effective assessment practice while evolving to  
accommodate AI capabilities and challenges. As illustrated in Figure 1.4, these roles intersect with AI 
integration across multiple dimensions, requiring assessment professionals to develop new competencies 
while drawing upon established expertise. To support this decision-making process about GenAI  
readiness, complete the comprehensive self-assessment provided in Appendix A.

Figure 1.4 GenAI Integration Across Assessment Professional Roles Note. Adapted from “The five essential 
roles of assessment practitioners,” by Jankowski & Slotnick (2015) and expanded by Jankowski (2022) 
and Slotnick and Boeing (2024).
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8. Strategic Action Through Spheres of Influence
Assessment professionals can leverage strategic action within available spheres of influence to catalyze 
broader GenAI transformation (see Figure 1.4). Drawing on Covey’s (1989) framework, assessment pro-
fessionals operate within three distinct but interconnected spheres that offer different opportunities for 
GenAI integration leadership.

Figure 1.5. Assessment Professionals’ AI Involvement Mapped onto Covey’s Framework of Control 

As detailed in Figure 1.5, assessment professionals operate within three distinct spheres of influence that 
offer different opportunities for GenAI integration leadership within their assessment roles. 

The Sphere of Control encompasses areas where assessment professionals have direct authority to im-
plement GenAI applications, such as personal productivity tools for data analysis, report generation, and 
communication tasks. Within this sphere, professionals can begin experimenting immediately with GenAI 
tools while building competency and demonstrating value through documented efficiency gains and qual-
ity improvements. This foundation of personal experience provides credibility for broader advocacy and 
leadership efforts. 

The Sphere of Influence includes areas of influence within one’s role, including collaborative relation-
ships where assessment professionals can shape approaches to GenAI integration through partnership 
and persuasion rather than direct authority. Faculty development initiatives, cross-departmental col-
laborations, and committee participation represent opportunities to introduce GenAI concepts, address 
concerns, and build support for broader implementation. Success in this sphere requires the relation-
ship-building and communication skills that effective assessment professionals already possess.
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The Sphere of Concern encompasses areas such as institutional policies, budget allocations, and sec-
tor-wide initiatives where assessment professionals may have limited direct control but can contribute 
valuable perspectives through AMCOA meetings and DHE channels. While influence in this sphere may be 
indirect, assessment professionals’ expertise in evidence-based decision-making and continuous im-
provement provides important contributions to policy discussions and resource allocation decisions.

9. Guidebook Structure and Navigation
This guidebook provides practical frameworks for GenAI integration across multiple dimensions of as-
sessment practice. Chapter 2 establishes technical foundations necessary for informed decision-making 
about GenAI tools, while Chapter 3 presents implementation frameworks guiding the transition from 
conceptual understanding to practical application. Chapter 4 addresses faculty partnerships and academ-
ic integration, Chapter 5 examines institutional realities, including policy development and budget plan-
ning, and Chapter 6 explores collaborative approaches that leverage collective expertise through AMCOA’s 
community for learning from peers and experts. 

Chapter 7 focuses on building individual GenAI competency across professional roles, while Chapter 8 po-
sitions Massachusetts as a national leader in responsible GenAI integration, considering future directions 
and long-term implications for the assessment profession. Practical appendices, including terminology 
definitions, implementation checklists, and resource guides, support ongoing professional development.
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Overview
Assessment professionals need foundational technical knowledge about how GenAI works to make in-
formed decisions about its use in assessment. This chapter explains key concepts and technical terms 
necessary for responsible implementation.

Key Points
• GenAI operates through pattern recognition, not genuine understanding

• Technical literacy helps identify appropriate use cases and limitations

• Understanding how AI works enables better evaluation of bias and validity concerns

1. Why Technical Understanding Matters
Assessment professionals encountering GenAI often experience a mixture of fascination and apprehen-
sion, particularly when the technology seems to operate as an inscrutable “black box” producing  
surprisingly human-like outputs. However, developing effective GenAI integration strategies for assess-
ment requires moving beyond surface impressions to understand the fundamental mechanisms that drive 
these systems. This chapter provides a limited primer on technical foundations, with assessment profes-
sionals strongly encouraged to explore the extensive array of free resources on LinkedIn, YouTube,  
Google, OpenAI, and Claude available for a deeper understanding of AI 
technologies and their applications in educational contexts. As Miller 
(2024) notes, assessment professionals are uniquely positioned to lead in 
this new era, not merely as technical adopters of AI, but as stewards of  
educational values who shape how technology supports learning  
and integrity.  

2. Understanding Large Language Models
Large Language Models (LLMs) represent advanced GenAI systems trained on vast amounts of text to 
develop statistical representations of language patterns. The pre-training phase involves exposing mod-
els to hundreds of billions of words from diverse sources. The model learns to predict the next word in 
a sequence by analyzing patterns across massive datasets, creating “statistical understanding” based on 
correlation and probability rather than genuine comprehension (OpenAI, 2023). 

The process of pre-training large language models (LLMs) varies widely depending on the organization, 
purpose, and technical framework used to build the model. In general, LLMs are trained on enormous  
volumes of digitized text, including books, websites, news articles, academic journals, social media  
content, and programming code. These texts are collected from public domains, licensed databases, 
or proprietary sources. The model learns by identifying and predicting statistical patterns in language 
through a process called machine learning. However, the exact sources and scope of the data can differ 
significantly between models. For instance, some LLMs prioritize open-access and ethically vetted  
content, while others include copyrighted materials under negotiated agreements or opt-out frameworks. 
These choices affect both the behavior and the reliability of the model.

Technical literacy enables informed 
decision-making about appropriate 

GenAI applications.

Chapter 2: Technical Foundations—Understanding GenAI 
for Assessment Practice
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The human role in training LLMs is significant. Developers, researchers, and data scientists build the  
architectures, preprocess the text, and oversee the training process. Human annotators are often brought 
in to evaluate and rank model outputs during a stage known as reinforcement learning from human feed-
back. This stage helps the model align more closely with desired norms, such as factual accuracy, ethical 
boundaries, or cultural sensitivity. Many of these annotators are low-paid contract workers, often based 
in the Global South, who perform essential yet invisible labor such as labeling toxic content, reviewing 
distressing material, and providing curated responses. Reports have raised concerns about inadequate 
wages, exposure to harmful content, and a lack of mental health support, especially when workers  
operate under strict non-disclosure agreements with little transparency. While companies have made 
some public commitments to improve conditions, these practices raise serious ethical concerns about 
labor exploitation and digital inequity. In this way, training data is not just assembled but shaped through 
expert design and human interpretation. As a result, LLM development is not only a technical under- 
taking but also a deeply social and value-laden process, built on global infrastructures of labor that often 
go unacknowledged. 

Reinforcement Learning from Human Feedback (RLHF) is a machine learning technique used to align AI 
models with human values and preferences. It involves training a model using human-provided feedback, 
typically in the form of comparisons or rankings of model outputs, to guide the model toward generating 
more desirable responses. After pre-training, RLHF shapes model behavior using examples and rankings 
provided by human trainers. The fundamental components of these systems work together in predictable 
ways (see Figure 2.1), enabling assessment professionals to better communicate with IT departments, 
vendors, and faculty colleagues about the capabilities and constraints of specific GenAI tools and how the 
models are trained and work.

Figure 2.1 Basic Components of a Large Language Model 

However, this process also introduces human biases and preferences into GenAI systems, making it criti-
cal to understand these limitations. These developments represent the latest evolution in artificial intel-
ligence approaches that have progressed from rule-based systems to modern machine learning architec-
tures (Russell & Norvig, 2021).
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3. Key Technical Concepts for Assessment Applications
Several technical concepts prove particularly relevant for assessment professionals working with GenAI 
tools across diverse institutional contexts. Natural Language Processing (NLP) encompasses techniques 
that enable computers to work with human language, including understanding tasks like evaluating 
student work and administrative tasks like creating summative assessment reports for NECHE or other 
accreditors. 

Tokenization represents how LLMs break down text into smaller units for processing, helping explain why 
GenAI systems sometimes miss nuanced meanings that span across distant parts of documents. Prompt 
engineering emerges as a critical skill, involving careful construction of inputs to guide GenAI systems 
toward desired outputs. The concept of “hallucination” refers to GenAI generating plausible-sounding, but 
factually incorrect information requiring human verification of all GenAI-generated content, particularly 
claims about assessment methodologies or institutional data. For comprehensive definitions of technical 
terms used throughout this guidebook, readers should consult the glossary provided in Appendix B. 

4. Technical Capabilities and Constraints
Understanding the technical capabilities of GenAI helps assessment professionals identify appropriate 
applications while recognizing inherent constraints. Pattern recognition represents one of the strongest 
capabilities, enabling GenAI systems to identify recurring themes across large volumes of text data. How-
ever, pattern recognition operates through statistical correlation rather than conceptual understanding. 

Text generation capabilities enable GenAI systems to produce draft reports, create initial rubric criteria, 
or generate customized feedback for different stakeholder audiences. GenAI also excels at large-scale 
processing, analyzing vast amounts of information faster than manual review, and can handle multi-for-
mat analysis across various data types, including text, structured data, and documents. However, these 
outputs reflect statistical patterns from training data rather than a genuine understanding of assessment 
principles or institutional contexts specific to Massachusetts public higher education. 

Current technical constraints create important boundaries for responsible GenAI use in assessment. 
Knowledge cutoff dates mean that GenAI systems cannot access real-time information about current insti-
tutional policies unless explicitly provided in prompts. Context window limitations restrict how much 
information can be processed in a single interaction, requiring strategic approaches to analyzing compre-
hensive datasets. Limited session context means GenAI cannot maintain full continuity across extended 
assessment projects. Perhaps most critically, hallucination risk—the tendency to generate plausible but 
factually incorrect information—makes human verification essential for all GenAI outputs used in assess-
ment decision-making.  

These technical realities require assessment professionals to approach GenAI integration strategically, 
leveraging capabilities while implementing validation processes that address inherent constraints and 
maintain the methodological rigor essential for meaningful assessment practice.
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5. Bias and Validity Considerations
Large Language Models create specific pathways for bias through training data that may contain imbal-
anced representations of different groups. For assessment applications, this might manifest as GenAI 
systems consistently rating certain rhetorical styles more favorably or interpreting program data through 
frameworks reflecting dominant cultural perspectives. 

Validity concerns extend beyond traditional considerations to what GenAI systems actually measure. 
When GenAI analyzes student writing for critical thinking indicators, for example, it may identify sur-
face-level patterns rather than genuinely evaluating cognitive processes found in human-based scoring 
that require norming and validating against another human rater. Therefore, assessment professionals 
must validate GenAI analyses against human expert judgment, comparing GenAI ratings with faculty eval-
uations and testing whether GenAI assessments predict meaningful educational outcomes. 

6. Practical Implications for Assessment Professionals
Understanding that LLMs operate through pattern recognition rather than genuine comprehension helps 
set appropriate expectations for GenAI assistance. These systems excel at identifying patterns and pro-
cessing large volumes of text but as noted cannot replace human judgment in interpreting nuanced con-
texts or making value-based decisions about student learning. Assessment professionals can immediately 
begin experimenting with GenAI tools while applying technical knowledge and guardrails to evaluate out-
puts critically, starting with tasks where context can be fully provided through prompts and using parallel 
validation approaches to establish reliability and validity (see Slotnick & Boeing, 2024 for a methodologi-
cal study on using GenAI to assist with annual assessment report analysis). 

7. Building Technical Confidence
Assessment professionals need not become GenAI experts, but developing basic technical literacy enhanc-
es their ability to lead responsible integration within their professional roles is imperative. Starting with 
hands-on experimentation using free or low-cost tools provides experiential learning that builds practical 
knowledge of capabilities and limitations. For professional development resources and specialized train-
ing opportunities, readers should consult Appendix C. 

8. Conclusion
Technical literacy empowers assessment professionals to move beyond passive consumption toward 
active, informed leadership in GenAI integration. Understanding how GenAI systems learn, generate out-
puts, and embody biases enables sophisticated decisions about appropriate applications while supporting 
professional roles as method experts, translators, and facilitators. Chapter 3 presents practical implemen-
tation frameworks that translate this foundational technical understanding into actionable strategies for 
integrating GenAI into assessment workflows.
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Overview
This chapter converts GenAI theory into actionable steps, offering three frameworks plus Massachu-
setts-based case studies that show exactly how to embed AI in day-to-day assessment work.

Key Points
• Align each framework with your campus’s culture, policy landscape, and data maturity.

• Begin with small, high-visibility data tasks to prove value quickly

• Build a standing validation routine to meet evidence standards.

1. From Theory to Practice: The Implementation Challenge
The gap between understanding GenAI’s potential and successfully  
implementing it in assessment represents one of the most significant challenges facing assessment pro-
fessionals. This paradox becomes  
evident when examining usage patterns: while 50% of assessment  
professionals expect GenAI to play a moderate to major role in their  
future assessment processes (Slotnick & Nicholas, 2024), only 12% 
(n=265) currently use GenAI frequently for data analysis—one of the 
most straightforward applications (Slotnick, Boeing, & Pinnelli, in prepa-
ration). While the specific barriers to adoption remain under investiga-
tion, the imperative for assessment professionals to develop AI literacy and fluency is clear, not only to 
leverage these tools effectively in their own practice, but to guide colleagues, faculty, staff, and students in 
developing essential GenAI competencies for workforce readiness and academic success. The frameworks 
presented in this chapter represent structured approaches for addressing these implementation challeng-
es and leveraging collective learning through peer collaboration while addressing individual institutional 
needs.

2. Choosing Your Starting Point
First, diagnose campus readiness—culture, policy restrictions, data access, and IT partnership—before 
choosing a framework. Because readiness ranges widely across Massachusetts sectors, use the decision 
tree (Appendix D) to pinpoint the best first step for your office. After describing three possible approach-
es, a decision tree is offered for consideration on where to start. To support this decision-making process, 
Appendix D provides a practical decision tree that helps assessment professionals select their first GenAI 
tool based on specific assessment challenges, security requirements, and available resources.

Assessment professionals can 
steer GenAI toward greater  

institutional effectiveness and 
deeper student learning.

Chapter 3: Implementation Frameworks—Moving from 
Concept to Practice
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3. The Data-Lifecycle Approach

A complementary lens considers where GenAI can add value across the assessment data lifecycle,  
providing a systematic framework for identifying opportunities while ensuring comprehensive coverage 
of assessment workflows. This approach helps assessment professionals think strategically about  
integration points while building cumulative capacity across interconnected processes.

1.	 Generation and Collection phases benefit from GenAI automation that reduces manual data en-
try while improving consistency. GenAI-powered forms adapt questions based on responses, while 
natural language processing extracts assessment data from unstructured sources. Assessment 
professionals can pair each phase with low-stakes pilot tasks, such as using AI chat to draft survey 
questions or auto-flag duplicate information during data cleaning processes.

2.	 Processing and Cleaning traditionally consume enormous amounts of time when integrating 
data from multiple sources. GenAI excels at identifying quality issues, standardizing formats, and 
flagging potential errors for human review. These capabilities can significantly reduce the manual 
labor required for data preparation while improving accuracy and consistency across assessment 
processes.

3.	 Analysis and Pattern Recognition highlight GenAI’s most transformative capabilities for assess-
ment practice. Beyond descriptive statistics, GenAI can identify complex relationships between 
variables, analyze qualitative feedback at scale, and provide rich context for quantitative findings. 
These capabilities enable more comprehensive analysis of student learning patterns, program 
effectiveness indicators, and institutional performance trends than traditional approaches allow.

4.	 Interpretation and Contextualization require careful balance between GenAI assistance and 
human expertise, with professional judgment remaining essential for ensuring that findings serve 
improvement goals. While GenAI can identify patterns and correlations, assessment professionals 
must interpret findings within institutional contexts, connect results to program goals, and trans-
late insights into actionable recommendations for stakeholders.

5.	 Reporting and Communication benefit from GenAI’s ability to generate customized outputs for 
different audiences while maintaining message consistency and professional standards. The same 
assessment findings can be transformed into technical reports for accreditation, executive summa-
ries for leadership, accessible summaries for students, and detailed recommendations for faculty, 
with GenAI assistance in formatting and audience-appropriate language while preserving accuracy 
and institutional voice
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4. The People-Process-Technology Framework

The PPT framework offers a holistic scaffold for GenAI adoption by treating human, procedural, and tech-
nical dimensions as mutually reinforcing elements that must develop together for sustainable implemen-
tation. This framework ensures that technical capabilities serve pedagogical and institutional goals rather 
than driving decision-making processes.

• People considerations recognize that successful integration begins with human capacity and  
readiness rather than technological capabilities. Assessment leaders must identify champions  
who can model responsible GenAI use while building credibility through demonstrated success.  
Cultivating psychological safety for experimentation enables innovation while addressing faculty 
and staff concerns through empathetic dialogue that prioritizes equity, transparency, and  
professional development opportunities.

• Process improvements focus on mapping current assessment workflows to pinpoint friction points 
where GenAI can add value without compromising methodological rigor or professional standards. 
Any redesigned process must include validation checkpoints that ensure algorithmic outputs meet 
professional standards before appearing in accreditation reports or informing curricular changes. 
These processes should document decision-making criteria, establish quality control measures, 
and maintain audit trails for accountability and continuous improvement.

• Technology selection must account for interoperability with existing data systems while ensuring 
stringent privacy protections and security measures. Because assessment data are typically  
scattered across platforms including learning management systems, student information  
systems, and survey tools, IT collaboration becomes critical to enable secure, seamless data flow.  
Assessment professionals should seek tools with vendor-supplied FERPA compliance documen- 
tation and single-sign-on capabilities to minimize technical barriers while maximizing security  
and usability.

When applied iteratively, the PPT framework ensures that technical capabilities serve educational goals 
while building sustainable capacity for long-term success. This approach prevents technology-driven  
implementation that may achieve short-term efficiency gains while compromising long-term sustain- 
ability or institutional autonomy in assessment practice. 
 

5. SAMR Model: A Developmental Progression
Puentedura’s (2013) SAMR model (Substitution, Augmentation, Modification, Redefinition) provides a 
developmental continuum for GenAI sophistication that helps assessment professionals chart realistic 
growth trajectories while allocating resources appropriately. This framework enables strategic thinking 
about progression from basic substitution to transformational applications that fundamentally enhance 
assessment capabilities.

• Substitution represents the entry point where GenAI replaces manual tasks without fundamentally 
changing the assessment process. Using GenAI to categorize survey responses instead of manual 
coding saves time while maintaining the same analytical approach and professional oversight. This 
level provides safe opportunities for experimentation while building confidence and demonstrat-
ing value to stakeholders.



25

• Augmentation enhances traditional processes with GenAI capabilities that improve effectiveness 
beyond mere efficiency gains. GenAI-powered thematic analysis not only processes data faster but 
can identify subtle patterns that human analysts might miss when reviewing hundreds of docu-
ments manually. This level begins to leverage GenAI’s unique capabilities while maintaining human 
oversight and professional judgment (see Slotnick and Boeing, 2024 for a methodological study on 
integrating GenAI as a qualitative research partner).

• Modification enables fundamental task redesign previously impossible with traditional approach-
es. Real-time assessment during learning experiences becomes feasible when GenAI can assess 
student work instantaneously while providing feedback that supports rather than replaces faculty 
instruction. This level requires more sophisticated technical integration and institutional policy 
development.

• Redefinition imagines entirely new possibilities enabled by GenAI capabilities that transform how 
assessment functions within institutional contexts. Predictive models that identify students likely 
to struggle before difficulties manifest allow proactive intervention strategies that prevent rather 
than remediate learning challenges, fundamentally changing how institutions support student 
success. 

Mapping current and aspirational uses of GenAI onto SAMR helps institutions chart realistic growth tra-
jectories while building capacity systematically. This progression ensures that assessment professionals 
develop competency at each level before advancing to more complex applications that require greater 
technical sophistication and institutional support. 

6. Aligning Frameworks for Strategic Implementation

Assessment professionals can integrate these implementation frameworks strategically by evaluating 
readiness across multiple dimensions while selecting approaches that match institutional context and 
available resources. The alignment process begins with assessment of current capabilities, identification 
of priority opportunities, and selection of frameworks that provide appropriate structure for system- 
atic development (see Figure 3.1). Assessment professionals ready to begin immediate implementation 
should consult the step-by-step Monday morning quick start action plan provided in Appendix E. To 
support framework selection, Appendix D provides a practical decision tree that helps assessment profes-
sionals choose their first GenAI tool based on specific assessment challenges, security requirements, and 
available resources.

Figure 3.1 Framework Alignment for AI Implementation in Assessment
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Assessment professionals ready to begin immediate implementation should focus first on spheres of  
control where authority and data access are strongest, then extend outward to spheres of influence 
through cross-departmental partnerships, while remaining attentive to broader concerns including  
sustainability and institutional effectiveness that shape long-term viability.

This layered strategy balances pragmatic action with forward-looking stewardship, ensuring that Mas-
sachusetts public higher-education institutions harness GenAI’s promise while safeguarding educational 
equity and institutional autonomy. Through systematic framework application, assessment profession-
als can build sustainable capacity while contributing to collective learning across the Commonwealth’s 
diverse institutional landscape. 

7. Case Studies in Implementation
Case Study 1: Academic Affairs Assessment at a State University

Dr. Sarah Chen, Director of Assessment at a comprehensive state university with 38 undergraduate pro-
grams, faced a three-month manual analysis of annual program assessment reports that delayed feedback 
until the subsequent academic year. This timing challenge undermined the continuous improvement 
goals central to effective assessment practice while creating faculty frustration with delayed responses to 
their assessment efforts. 

Applying the PPT framework, Dr. Chen assembled a cross-functional team including academic affairs 
leadership, college assessment representatives, instructional design, and IT support. Process mapping re-
vealed that reading hundreds of student work samples consumed the most time, particularly when faculty 
needed to apply complex rubrics across diverse artifacts and programs. The team redesigned workflows 
to incorporate GenAI-powered initial screening that categorized work by competency levels, flagging bor-
derline cases for human review. 

Custom prompts developed with faculty-incorporated, discipline-specific criteria, and institutional stan-
dards, generating preliminary analyses that reviewers could accept, modify, or reject based on profession-
al judgment. This approach maintained faculty authority over final evaluations while dramatically reduc-
ing time spent on clear-cut cases that required minimal deliberation.

 
Results after one year demonstrated significant improvements in both efficiency and comprehensiveness. 
Analysis time decreased from twelve weeks to four weeks, enabling feedback delivery before fall planning 
processes began. More significantly, comprehensive analysis of all artifacts rather than traditional sam-
pling approaches revealed previously hidden cross-program patterns that informed curriculum coordina-
tion and resource allocation decisions.
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Case Study 2: Student Affairs Assessment Using SAMR Progression at an Urban Community College

Dr. Marcus Williams, Assessment Director for Student Affairs at a Boston-area community college en-
rolling roughly 8,000 largely first-generation students, oversaw 15 co-curricular programs ranging from 
orientation to peer mentoring. Lengthy manual data reviews meant feedback arrived too late to guide 
mid-semester adjustments, undermining efforts to boost retention and completion rates among students 
who needed the most support.

Guided by the SAMR progression, Dr. Williams started with substitution applications: an AI tool auto-cod-
ed survey results, shrinking analysis time from 40 hours to 5 hours per assessment cycle. This efficiency 
gain provided immediate credibility while building staff confidence in GenAI applications. Augmentation 
followed as pattern-detection models revealed that orientation satisfaction strongly predicted retention 
for first-generation students but showed negligible correlation for continuing-generation peers. This 
insight led to differentiated orientation tracks specifically designed to address first-generation student 
needs while optimizing resources.

Moving to modification levels, Dr. Williams introduced chat-based assistants that prompted student 
leaders to log reflections immediately after events, dramatically improving both data completeness and 
quality while reducing the burden on staff to follow up for missing information. Finally, at the redefinition 
stage, a predictive dashboard synthesized multiple data sources to flag students disengaging from co-cur-
ricular life weeks before academic difficulties typically surfaced, triggering proactive advisor outreach 
and support interventions.

Within one year, assessment cycle turnaround dropped from six weeks to ten days, enabling real-time 
program adjustments that better served student needs. The specialized orientation track raised first-gen-
eration fall-to-spring retention by five percentage points, while early alert outreach improved overall per-
sistence rates across multiple student populations. This case illustrates how mission-driven, access-ori-
ented community colleges can systematically climb the SAMR ladder while centering equity and human 
judgment throughout the transformation process.

Case Study 3: Data-Lifecycle Integration Across Divisions at a Creative-Arts College

Dr. Lisa Patel, Director of Institutional Effectiveness at a metropolitan art and design college, inherited 
two siloed evidence streams: studio-based learning outcomes in Academic Affairs and co-curricular mile-
stones in Student Development. The two different data systems created such burdensome manual inte-
gration processes that leaders rarely achieved comprehensive views of student success across academic 
and co-curricular experiences.

Using the data-lifecycle approach, Dr. Patel’s cross-functional team systematically tackled each phase of 
assessment data management. They first built a shared outcomes taxonomy linking studio competencies 
such as creative risk-taking to co-curricular experiences including gallery curation, eliminating 40% of 
duplicate data entry while creating meaningful connections between academic and student life domains.

The team then implemented low-code Application Programming Interfaces (APIs)—automated communi-
cation protocols that enable different software applications to exchange data seamlessly—to transfer in-
formation from the learning management system and engagement platform into a FERPA-compliant data 
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lake refreshed nightly. This integration ensured that assessment staff could access current information 
without manual export and import processes that had previously consumed significant time and intro-
duced potential errors. Large language model analysis clustered artist statements, residency reflections, 
and participation logs to identify patterns that human analysis had missed, revealing that students who 
curated exhibitions scored 0.6 standard deviations higher on senior portfolio reviews (p < .05).

Quarterly “Crit-Data Studios” provided structured opportunities for stakeholders to evaluate AI insights 
while building collective capacity for data interpretation and application. Interactive dashboards enabled 
deans and student affairs directors to trace impact from campus-wide metrics down to specific course 
sections and individual student experiences, supporting both strategic planning and targeted interven-
tions.

Within one year, the college moved from sporadic, labor-intensive data integration to nightly automat-
ed feeds that informed curriculum adjustments, guided co-curricular program design, and supported a 
12% funding increase for joint programming between academic and student affairs divisions. This trans-
formation demonstrated how a data-lifecycle mindset can convert fragmented evidence into actionable 
intelligence while preserving the artistic integrity and creative focus central to specialized institutional 
missions. 

8. Implementation Challenges, Realities, and Solutions
Three realities consistently challenge GenAI implementation efforts: technical integration difficulties with 
legacy systems, uneven staff preparation and training, and shifting institutional policy frameworks that 
create uncertainty about appropriate applications and security requirements. 

Technical integration challenges arise when GenAI tools must work with institutional legacy systems 
such as SharePoint, Blackboard, Canvas, Tableau, or custom-built platforms that lack interoperability with 
modern AI applications. Many older systems cannot automatically exchange data with GenAI tools, forcing 
assessment professionals to transfer data manually through downloading, reformatting, and uploading 
processes that create inefficiencies and increase error risks. 

To address these limitations, institutions often begin with phased implementation strategies that involve 
starting with manual data transfers while documenting efficiency gains that GenAI tools provide, such as 
time saved on repetitive tasks, reduced staff effort for qualitative analysis, and expanded capacity to ana-
lyze comprehensive datasets without adding personnel. Assessment professionals can capture this impact 
through workflow audits, pilot comparisons, and time studies that support investment in more integrated 
solutions over time 

However, actual implementation pathways are typically shaped by institutional policy constraints that 
may limit GenAI use entirely, require specific tools such as Microsoft Copilot integrated within existing 
software environments, or permit individual units to purchase GenAI subscriptions independently. These 
scenarios often result in inconsistent access and uneven support, requiring assessment professionals to 
navigate implementation with limited technical guidance while seeking collaboration with colleagues 
who have existing GenAI expertise and infrastructure.
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Cultural and professional development challenges manifest when staff feel overwhelmed by GenAI com-
plexity or fear that these technologies threaten established roles and expertise. Addressing these con-
cerns requires transparent communication about GenAI’s augmentation rather than replacement role, 
combined with hands-on training opportunities that build confidence through successful applications. 
Starting with willing participants who can model effective use helps to build momentum while providing 
peer examples that address common concerns constructively. 

Resource limitations create particular challenges for smaller institutions facing budget pressures while 
trying to balance innovation with fiscal responsibility. Strategies for addressing these constraints include 
exploring segmental purchasing arrangements that leverage collective buying power across multiple 
institutions, implementing phased approaches that demonstrate value before requesting expanded re- 
sources, and developing partnerships with academic departments or other institutional divisions that 
may have existing GenAI expertise and infrastructure to share. 

9. Building Sustainable Capacity
Long-run success depends on institutional capacity that outlasts individual champions and survives 
personnel transitions while maintaining momentum for continuous improvement and adaptation. This 
requires transitioning from isolated training events to embedded professional development that evolves 
alongside emerging GenAI tools and practices while building institutional memory through documented 
workflows, validation protocols, and shared toolkits. 

Partnership models that connect assessment professionals across Massachusetts institutions multiply 
learning opportunities while distributing costs and risks associated with innovation. AMCOA’s established 
collaborative community provides natural frameworks for shared GenAI exploration where peers learn 
from one another and visiting experts while maintaining institutional autonomy and respecting diverse 
approaches to assessment excellence. 

Building sustainable capacity also requires attention to succession planning and knowledge transfer 
processes that ensure GenAI competencies persist through staff changes while continuing to evolve with 
technological developments. This involves creating documentation systems, mentoring programs, and 
institutional policies that support rather than impede responsible innovation in assessment practice. 

10. Conclusion
Assessment professionals can position themselves to steer GenAI toward greater institutional effective-
ness and deeper student learning. By selecting frameworks that match campus realities, running targeted 
pilots, and embedding quality and equity checks at every step, they will build scalable GenAI practices 
that endure. AMCOA’s statewide network will support this effort by offering a platform where practi-
tioners share breakthroughs and set the pace for responsible innovation. Collective insight, sustained 
experimentation, and unwavering dedication to mission will ensure that GenAI amplifies human expertise 
rather than replacing it, shaping a future of continuous improvement in assessment.
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Overview
Academic affairs assessment professionals must simultaneously develop their own GenAI competencies 
while leading faculty development initiatives. This chapter provides strategies for building faculty part-
nerships that transform GenAI skepticism into pedagogical innovation.

Key Points
• Assessment professionals uniquely bridge AI tools and pedagogy  

applications

• Start with willing faculty to build momentum and credibility 

• Focus on discipline-specific GenAI applications that respect faculty 
expertise

1. The Dual Learning Challenge

Academic affairs assessment professionals face a unique challenge in the GenAI transformation of higher 
education: they must rapidly develop their own GenAI competencies while simultaneously guiding fac-
ulty colleagues through their own learning journeys. This dual role creates complexity that distinguishes 
academic assessment professionals from other campus roles.

The urgency of faculty development in GenAI cannot be overstated for academic assessment professionals 
who work directly with academic programs. Recent surveys indicate that 71% of teachers view GenAI as 
essential for student success (Walton Family Foundation, 2023), yet many faculty members feel unpre-
pared to integrate GenAI meaningfully into their courses and program assessment processes. 

Assessment professionals who work in academic affairs face a unique positioning challenge in GenAI 
transformation. They must develop their own competencies while simultaneously guiding faculty through 
parallel learning journeys. This dual responsibility creates both opportunity and complexity that distin-
guishes academic assessment professionals from other campus roles. Assessment professionals serve 
as natural bridges in this transformation, helping faculty navigate the gap between initial resistance or 
uncertainty and meaningful integration of GenAI tools (Figure 4.1). Their established relationships with 
faculty through program assessment work, combined with methodological expertise in evidence-based 
decision making, position them uniquely to lead this institutional transformation.

Assessment professionals  
uniquely bridge AI tools and  
pedagogical applications.

Chapter 4: Faculty Partnerships—Leading Academic 
Integration
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Figure 4.1 Assessment Professionals Facilitate Faculty GenAI Integration

This challenge mirrors familiar experiences from the evolution of assessment practice itself. When out-
comes-based assessment emerged as an institutional priority, academic assessment professionals had to 
quickly develop expertise while helping reluctant faculty understand and implement new approaches to 
program-level assessment. These prior experiences provide valuable lessons for navigating the current 
GenAI transformation, and AMCOA’s collaborative network can amplify these lessons across institutions. 

2. Understanding Faculty Perspectives on GenAI
Faculty responses to GenAI in education reflect complex mixtures of intellectual curiosity, pedagogical 
concern, and professional anxiety that assessment professionals must navigate with empathy and stra-
tegic thinking. The most common faculty concern centers on academic integrity, with many instructors 
viewing GenAI primarily as a sophisticated cheating tool that threatens the foundations of educational 
assessment. 

Disciplinary differences significantly influence faculty receptiveness to GenAI integration. Science, Tech-
nology, Engineering, and Mathematics (STEM) faculty may readily see applications for GenAI in data  
analysis but struggle to envision uses in theoretical coursework. Humanities faculty might appreciate  
GenAI’s text generation capabilities while worrying about impacts on critical thinking and original  
expression. Professional program faculty often focus on preparing students for GenAI-enhanced work-
places, but lack pedagogical models for doing so effectively.
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Figure 4.2 Faculty Perspectives on GenAI in Teaching and Learning

Assessment professionals must understand and speak to these disciplinary perspectives rather than pro-
moting one-size-fits-all approaches. Through AMCOA’s learning community, successful discipline-specific 
strategies can be shared across institutions as peers learn from one another’s experiences, accelerating 
adoption while respecting faculty expertise. 

3. Leveraging Assessment Expertise for Faculty Development
Assessment professionals possess several advantages that position them as ideal leaders for faculty GenAI 
development. Their experience in translating abstract concepts into concrete practices directly applies to 
helping faculty understand how GenAI can serve specific pedagogical purposes. Years of facilitating diffi-
cult conversations about assessment results prepare them for similar discussions about GenAI’s implica-
tions for teaching and learning. 

The established relationships academic assessment professionals maintain with faculty through program 
assessment work create natural openings for GenAI conversations. During routine discussions about 
program assessment challenges, overwhelming amounts of student work to evaluate, difficulty providing 
timely feedback on learning outcomes, or struggles to identify patterns across cohorts, academic assess-
ment professionals can introduce GenAI as a potential solution. 

Academic assessment professionals’ methodological expertise provides frameworks for evaluating GenAI 
applications that faculty find reassuring, particularly when considering GenAI’s impact on program learn-
ing outcomes and NECHE accreditation requirements. Questions about validity, reliability, and fairness 
are familiar territory for academic assessment professionals. 

Leveraging GenAI for Equitable and Effective Academic Rubric Design

One key assessment task of interest to faculty is using GenAI to design rubrics. GenAI can significantly 
enhance the process of developing initial rubric criteria for academic assignments by leveraging advanced 
natural language processing (NLP) and machine learning algorithms. Initially, the AI analyzes assignment 
prompts by parsing textual content to identify key instructional verbs, objectives, and expected student 
outcomes. It employs semantic analysis techniques to discern nuanced meanings and extract critical 
themes, converting these into specific, measurable criteria such as clarity, coherence, analytical depth, 
evidence integration, creativity, originality, and technical accuracy. Utilizing a vast database of rubric 
examples and established educational standards, the AI cross-references its findings to propose criteria 
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aligned with best practices and disciplinary expectations. Furthermore, AI systems can generate detailed 
descriptors for varying performance levels, such as exemplary, proficient, developing, and unsatisfactory, 
by synthesizing language from existing high-quality rubrics. Throughout this process, the generative mod-
el ensures that each criterion and performance descriptor adhere consistently to institutional guidelines, 
course objectives, and instructional standards, providing educators with a robust, research-informed 
foundation that they can further refine and personalize. 

To prevent unwanted bias when using AI to design an assignment rubric, educators should adopt several 
proactive and systematic strategies. First, they must ensure that the training datasets and examples used 
by the AI are diverse, balanced, and representative of multiple student populations, contexts, and per-
spectives. Using datasets that reflect varied instructional approaches and diverse learners helps mitigate 
algorithmic reinforcement of biases. 

Second, educators should explicitly review and validate AI-generated rubric criteria, checking closely for 
cultural assumptions, linguistic bias, or other inadvertent inequities. Human oversight is essential in  
identifying subtle biases that AI systems might overlook due to inherent data limitations or historical 
biases encoded in training materials. 

Third, transparency and explainability in AI processes should be prioritized. Employing AI systems that 
clearly document how criteria and performance descriptors are generated, such as through explainable AI 
methods, enables educators to scrutinize, understand, and modify the AI’s logic when needed. 

Finally, ongoing assessment and iterative refinement of rubric criteria, incorporating feedback from 
diverse stakeholders (e.g., students, colleagues, and equity specialists), ensure that the rubric remains 
fair, inclusive, and aligned with equity-driven educational goals. Combining technical strategies, vigilant 
human oversight, and inclusive practices creates a robust safeguard against bias in AI-generated rubrics. 

4. Designing Effective Faculty Development Programs
Successful faculty development for GenAI integration requires moving beyond generic workshops toward 
sustained discipline-specific engagement that addresses pedagogical challenges. Assessment profession-
als should resist the temptation to offer broad “Introduction to GenAI” sessions that attempt to cover all 
applications across all disciplines. 

The most effective starting point involves identifying “coalition of the willing” faculty who express curios-
ity about GenAI or face specific challenges that GenAI might address. These early adopters, found in every 
institution regardless of overall culture, provide testing grounds for approaches that can later expand to 
broader audiences through AMCOA’s cross-institutional sharing mechanisms and institutional-specific 
training.
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Co-design approaches that position faculty as partners rather than recipients of training prove particular-
ly effective. Instead of assessment professionals arriving with predetermined GenAI solutions, collabora-
tive exploration allows faculty to maintain ownership of their pedagogical choices while benefiting from 
assessment professionals’ methodological expertise. 

Building from specific applications to broader principles helps faculty develop transferable understand-
ing rather than tool-specific skills. Success stories from similar institutional contexts across the public 
sector can provide compelling user-case examples while respecting local institutional cultures. 

5. Addressing Resistance and Building Support
Faculty resistance to GenAI integration often stems from legitimate concerns that deserve respectful en-
gagement rather than dismissal. The fear that GenAI will lead to widespread academic dishonesty reflects 
genuine commitment to educational integrity. Concerns about GenAI homogenizing student thinking 
demonstrate dedication to fostering originality and critical thinking. 

Assessment professionals must prioritize people over tools, acknowledging the emotional responses of 
stakeholders while offering clear, transparent guidance about paths forward. Building from specific appli-
cations to broader principles helps faculty develop transferable understanding rather than tool-specific 
skills, which enables sustainable adoption of GenAI practices that serve improvement-focused, equi-
ty-minded assessment rather than mere technological adoption. 

Through AMCOA and institutional learning communities, successful resistance-to-adoption stories can be 
shared, providing faculty with peer examples that address common concerns while demonstrating tangi-
ble benefits as practitioners learn from one another. 

6. Ethical Dimensions
Faculty development benefits from addressing ethical considerations that extend beyond technical imple-
mentation to fundamental questions about education’s purpose in a GenAI-enhanced world. Assessment 
professionals can facilitate conversations about what capabilities remain uniquely human and how educa-
tion should cultivate these irreplaceable qualities. 

Academic integrity discussions can evolve beyond detection and punishment paradigms toward proactive 
approaches that prepare students for ethical GenAI use in their future careers. These conversations be-
come particularly important when preparing students for workforce environments where GenAI literacy 
is increasingly essential. 

Rather than viewing GenAI as diminishing human value, these discussions can clarify and elevate what 
makes human intelligence, creativity, and judgment essential. As Bowen and Watson (2024) argue, teach-
ing with AI requires reimagining the relationship between human learning and technological assistance.
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7. Conclusion
Faculty partnership in GenAI integration represents both a significant challenge and tremendous oppor-
tunity for higher education assessment professionals. By leveraging their unique position as method-
ological experts, trusted collaborators, and improvement facilitators, assessment professionals can guide 
faculty through the complex transition to GenAI-enhanced education. The dual learning journey exempli-
fies the broader challenge facing higher education in the GenAI era, but success comes through strategic 
partnerships, empathetic engagement, and evidence-based approaches that transform faculty apprehen-
sion into productive exploration. 
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Overview
Assessment professionals must navigate GenAI implementation within institutional policy frameworks 
while managing budget constraints and addressing significant risks. This chapter provides practical guid-
ance for policy development, resource planning, and risk mitigation.

Key Points
• Most institutions still lack formal GenAI policies, requiring assessment 

offices to create interim frameworks to guide responsible use.

• Free GenAI tools risk security; enterprise solutions strain budgets.

• Tool selection must consider environmental impact and equity  
implications.

1. The Policy Vacuum and Assessment Professional Leadership
Recent national survey data reveals that only 39% of respondents report having institutional GenAI poli-
cies, with just 8% noting divisional policies and 9% citing office-specific guidance (Slotnick, et al., 2025). 
This policy vacuum creates both challenges and opportunities for assessment professionals to demon-
strate leadership in responsible GenAI integration while establishing frameworks that often serve as 
institutional models for broader technology adoption.  

The absence of top-down policies amplifies assessment professionals’ ethical responsibilities, requiring 
them to step into the vacuum and create localized frameworks that balance innovation with risk man-
agement. These interim approaches must address critical domains that institutional policies often omit, 
including student privacy protections, bias mitigation strategies, and ethical use guidelines specific to 
assessment contexts that involve sensitive educational data and high-stakes decision-making processes. 

Assessment professionals find themselves responsible for developing protocols in environments where 
clear institutional frameworks rarely exist, requiring expertise in both technological capabilities and reg-
ulatory compliance that extends well beyond traditional assessment responsibilities. Through AMCOA’s 
learning community, successful policy frameworks and implementation guidelines can be shared and 
adapted across institutions as peers learn from one another while building collective capacity for respon-
sible innovation. 

2. Developing Assessment-Specific GenAI Frameworks

Effective frameworks for assessment contexts must accommodate applications ranging from analyzing 
student learning artifacts to processing survey responses while supporting compliance with regulations 
like the Family Educational Rights and Privacy Act (FERPA) and accreditation standards established by 
organizations such as NECHE. This challenge underscores the need to integrate institutional GenAI poli-
cies with assessment professionals’ domain expertise in measurement, evaluation, and continuous im-
provement.

Research suggests that even where GenAI policies exist, they frequently omit critical consideration for 

Most institutions still lack formal 
GenAI policies, requiring  

assessment offices to create  
interim frameworks.

Chapter 5: Navigating Institutional Realities—GenAI Policy, 
Budget, Cautions and Guardrails
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assessment-related applications including student privacy protections, bias mitigation strategies, and 
ethical use guidelines specific to assessment contexts (An, Yu, & James, 2025). International guidance 
from UNESCO emphasizes the need for comprehensive frameworks that address educational, ethical, and 
technical considerations in GenAI implementation while maintaining focus on learning outcomes and 
institutional effectiveness (Holmes & Miao, 2023). 

The integration of institutional policy frameworks with assessment professionals’ domain expertise 
creates foundational support for ethical, context-aware GenAI implementation that serves Massachusetts 
public higher education’s mission while maintaining accountability to students and stakeholders includ-
ing accreditors and oversight bodies. This integration requires ongoing collaboration between assessment 
professionals, institutional leaders, and technical support staff to ensure that policies remain current with 
technological developments while supporting rather than impeding educational innovation. 

Assessment-specific frameworks must address unique considerations including the iterative nature of 
assessment processes, the need for longitudinal data analysis across multiple academic years, the involve-
ment of multiple stakeholders in data collection and interpretation, and the requirement for transparent 
reporting to various audiences with different technical sophistication and information needs. 

3. Budget Planning and Resource Management
Budget planning for GenAI implementation reveals fundamental disconnects between institutional en-
thusiasm and realistic resource allocation across Massachusetts public higher education institutions. 
Recent research illuminates the scope of this planning disconnect (Figure 5.1), showing that while 46% of 
institutions implement AI-focused initiatives, only 19% budget for long-term costs, with 34% of leaders 
believing their institutions have underestimated AI-related expenses (Freeman, Grajek, & Pelletier, 2025). 

Figure 5.1 GenAI Implementation vs. Budget Planning Disconnect Note. Adapted from Freeman, A., Grajek, 
S., & Pelletier, K. (2025), EDUCAUSE Review: Emerging Technologies and Trends.
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This misalignment between implementation enthusiasm and budget planning creates sustainability risks 
that assessment professionals must address proactively while building cases for appropriate resource 
allocation. Current usage patterns show only 38% of institutions maintain enterprise subscriptions while 
42% rely on individual subscriptions and 20% use free tools with significant security limitations that 
create compliance risks for data management (Slotnick et. al, 2025).  

Free GenAI tools present particular dilemmas for assessment professionals who manage sensitive student 
data that requires FERPA compliance and institutional security standards. While these tools offer oppor-
tunities for experimentation and skill development, they often lack the security features, data handling 
guarantees, and vendor accountability measures necessary for use with educational data that includes 
personally identifiable information. 

Strategic pilot programs that document measurable efficiency gains and quality improvements provide 
essential evidence for budget requests while demonstrating value that justifies sustained investment 
in enterprise-grade tools with appropriate security features. Assessment professionals can strength-
en budget proposals by documenting time savings, quality improvements, capacity expansion, and risk 
mitigation benefits that GenAI tools provide while addressing concerns about long-term costs and vendor 
dependencies. 

Budget planning must also consider training and professional development costs, technical support re-
quirements, integration expenses with existing systems, and ongoing subscription or licensing fees that 
extend beyond initial implementation costs. Assessment professionals should develop comprehensive 
cost-benefit analyses that account for both direct expenses and opportunity costs of delayed adoption in 
rapidly evolving technological landscapes. 

4. Comprehensive Risk Assessment Framework

GenAI implementation requires systematic risk mitigation across multiple domains affecting assessment 
work, with assessment professionals needing to address high-impact categories including data privacy 
and security, bias and equity, and accuracy and validation requirements while managing longer-term sus-
tainability considerations. These issues are synthesized in Figure 5.2, which outlines core risk categories 
and mitigation strategies aligned with FERPA compliance, equity commitments, and the need for analytic 
validity.

Figure 5.2 Risk Characteristics and Mitigation Strategies for GenAI Implementation in Assessment
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Data Security and Privacy Risks require exceptional attention where student information must comply 
with FERPA regulations and NECHE documentation standards. Nonconsensual data use, especially with 
free GenAI tools, creates significant compliance risks extending beyond individual offices to institutional 
liability. Assessment professionals must ensure GenAI tools provide appropriate data handling guarantees 
through detailed vendor assessments and ongoing monitoring. 

Bias and Equity Risks arise from training data reflecting historical inequities and algorithmic decisions 
that may perpetuate disparities in educational outcomes across diverse student populations. Research 
demonstrates that GenAI systems can exhibit significant bias across demographic groups, as evidenced by 
studies showing substantial accuracy disparities in gender and racial classification algorithms  
(Buolamwini & Gebru, 2018).  

Assessment professionals are encouraged to implement bias detection protocols that test tool perfor-
mance across demographic groups while ensuring GenAI applications support institutional diversity, 
equity, and inclusion commitments. These protocols should include regular auditing of GenAI outputs for 
differential performance across student populations, particularly focusing on historically underserved 
communities. 

Accuracy and Validation Risks threaten assessment integrity when GenAI tools produce inaccurate 
analyses compromising educational decision-making. GenAI “hallucination” presents dangers where 
accuracy is paramount for program improvement and accreditation reporting. Assessment professionals 
can establish validation procedures comparing GenAI results with traditional methods while maintaining 
professional oversight of all analytical processes that inform educational decision-making. 

Validation protocols should also address the interpretability of GenAI outputs, ensuring that stakeholders 
can understand how conclusions were reached and evaluate the appropriateness of recommendations 
for their specific contexts. This transparency becomes particularly important when GenAI insights inform 
program changes, resource allocation decisions, or student support interventions that affect multiple 
stakeholders across institutional systems. 

5. Environmental and Sustainability Considerations
Environmental costs represent increasingly significant concerns as sustainability commitments intersect 
with technology adoption decisions. GenAI operations require substantial resource inputs including rare 
earth elements, extensive energy consumption, and significant water usage for data center cooling sys-
tems that support cloud-based AI service.  

Research indicates AI data centers contribute to increased health risks in surrounding communities, 
potentially causing 1,300 premature deaths annually by 2030 (Han et al., 2024). These environmental and 
public impacts create ethical obligations for assessment professionals to consider sustainability alongside 
functionality when selecting GenAI tools and designing implementation strategies.  

Sustainable implementation requires strategic choices about when and how to use GenAI tools rather 
than universal application across all assessment tasks. Assessment professionals can minimize environ-
mental impact by focusing GenAI use on applications where benefits clearly justify resource consumption 
while developing criteria for determining when traditional methods may be more appropriate from both 
environmental and educational perspectives.
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Institutional sustainability commitments may influence GenAI tool selection, with preference given to 
vendors who demonstrate environmental responsibility through renewable energy use, carbon offset 
programs, and transparent reporting about resource consumption patterns. Assessment professionals 
can incorporate these considerations into vendor evaluation processes while advocating for institutional 
policies that balance innovation with environmental stewardship.

 
6. Implementation Strategies and Risk Mitigation

Assessment professionals should develop office-level policies addressing GenAI use, establishing frame-
works for responsible innovation that can inform broader institutional policy development. These frame-
works should include tool evaluation procedures that assess both technical capabilities and institutional 
compatibility, data handling protocols that exceed minimum compliance requirements, usage documen-
tation that supports transparency and accountability, and professional development expectations that 
ensure competency maintenance and ethical use. These elements are illustrated as interdependent layers 
in Figure 5.4, emphasizing the structure needed to achieve responsible GenAI integration. 

Figure 5.4 Implementing Responsible GenAI in Assessment 

Tool Evaluation Protocols must address technical capabilities alongside institutional compatibility, ex-
amining data security measures, bias mitigation features, accuracy validation processes, vendor account-
ability measures, and alignment with assessment values and institutional missions. These evaluations 
should involve multiple stakeholders including IT security specialists, legal counsel, and faculty represen-
tatives to ensure comprehensive consideration of technical, legal, and educational factors.
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Evaluation protocols should also consider long-term viability including vendor stability, product roadmap 
alignment with institutional needs, migration capabilities if vendor relationships change, and total cost of 
ownership including training, support, and integration expenses. These considerations help ensure that 
GenAI investments support rather than complicate long-term institutional effectiveness and sustainability 
goals. 
 
 
Risk Management Strategies require comprehensive approaches that address accuracy through system-
atic validation protocols, safety through privacy protection and bias assessment procedures, transparency 
through clear disclosure and documentation requirements, and sustainability through environmental 
responsibility and resource stewardship practices. 

Implementation frameworks must align with broader institutional policy development processes to en-
sure sustainable GenAI adoption that serves both improvement and accountability functions while main-
taining the methodological rigor and ethical standards essential for meaningful assessment practice. This 
alignment requires ongoing collaboration between assessment professionals and institutional leaders to 
ensure that policies evolve with technological capabilities while protecting institutional values and stu-
dent interests. 

7. Conclusion
Navigating institutional realities of GenAI implementation requires assessment professionals to balance 
innovation with responsibility while managing significant risks and resource constraints that affect both 
immediate applications and long-term sustainability. The policy vacuum facing most institutions creates 
both challenges and opportunities for demonstrating leadership in responsible GenAI integration while 
building institutional capacity for sustained innovation. 

Through AMCOA’s learning community and Massachusetts Department of Higher Education’s support for 
assessment professional development, assessment professionals can share policy frameworks, collabo-
rate on common challenges, and collectively develop approaches that benefit all institutions across the 
Commonwealth’s diverse higher education landscape. By developing comprehensive frameworks that 
address policy, budget, and risk considerations systematically, assessment professionals can guide insti-
tutions toward effective implementation that enhances rather than compromises assessment integrity 
while contributing to broader conversations about responsible GenAI integration in higher education. 

Success in navigating institutional realities requires strategic thinking, collaborative relationships, and 
persistent advocacy for approaches that balance innovation with responsibility. Simultaneously, it will be 
important to maintain focus on the student learning outcomes and institutional effectiveness goals that 
justify all assessment efforts. Assessment professionals who approach these challenges systematically, 
building on existing expertise while developing new competencies in technology evaluation and policy 
development, can help shape institutional responses that support rather than impede educational excel-
lence and student success.
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Overview
Effective GenAI adoption in assessment rests on three pillars: empathetic leadership, strategic partner-
ships, and equity-focused conversations. This chapter presents frameworks that help assessment offices 
build capacity through collaboration.

Key Points
• Lead with empathy; fears about job loss and competence are genuine.

• Cross-institutional collaboration multiplies impact and accelerates learning.

• Equity-centered approaches ensure GenAI benefits all students effectively.

1. Empathetic Leadership
GenAI brings both opportunity and anxiety. Assessment professionals must 
champion adoption while acknowledging colleagues’ legitimate concerns 
about workload changes, role evolution, and data ethics implications that 
accompany technological transformation. Campus and cross-campus  
partnerships transform individual learning curves into shared progress 
while building collective capacity for sustained innovation. 

Assessment professionals face the challenge of leading GenAI integration while managing their own 
learning processes and addressing resistance or uncertainty from colleagues and stakeholders who may 
feel overwhelmed by technological complexity or threatened by potential changes to established profes-
sional practices. Empathetic leadership recognizes these emotional responses as valid rather than obsta-
cles to overcome, creating space for genuine dialogue about concerns while providing clear, transparent 
guidance about implementation paths that respect existing expertise and institutional values. 

Successful change initiatives prioritize people over technology, acknowledging that lasting GenAI adop-
tion depends more on human acceptance and engagement than on technical capabilities. This approach 
requires patience, persistence, and genuine commitment to collaborative problem-solving that addresses 
concerns while building excitement about possibilities for enhanced effectiveness and student service. 

2. Partnership Challenge in Massachusetts
Readiness to integrate GenAI can vary. Although 71 percent of teachers and 65 percent of students view 
GenAI as essential (Walton Family Foundation, 2023), many institutions still lack clear roadmaps or sys-
tematic approaches to capacity building that would enable effective adoption at scale.  

State policy provides direction: the GenAI Task Force calls for coordinated public-sector adoption and 
workforce alignment (Commonwealth of Massachusetts, 2024), and the Department of Higher Education 
equity agenda frames AI literacy as an equity mandate (Massachusetts Department of Higher Education, 
2019). 

No assessment professional 
needs to navigate GenAI  

transformation alone.

Chapter 6: Building Partnerships and Collaborative 
Implementation
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Assessment professionals sit at this intersection of policy and practice challenged with translating state-
wide frameworks such as the New Undergraduate Experience, the Strategic Plan for Racial Equity, and 
Innovation Pathways (Massachusetts Department of Higher Education, 2023; 2025) into campus work-
flows that give historically underserved learners equitable access to GenAI tools and skills development 
opportunities. This translation work requires deep understanding of both technological possibilities and 
educational equity principles that guide responsible implementation. 

3. Empathy and Change Management
Change succeeds when people feel heard and valued throughout transformation processes. Acknow- 
ledging fears about job security, academic integrity, and professional competence creates foundation for 
honest dialogue about implementation strategies that address concerns while building excitement about 
enhanced capabilities and student service opportunities. Clear, transparent communication about next 
steps helps stakeholders understand their roles in transformation while providing confidence about insti-
tutional support for professional development and adaptation. 

Lasting GenAI adoption depends more on human acceptance than on technological sophistication, requir-
ing sustained attention to relationship building, trust development, and collaborative problem-solving 
that engages stakeholders as partners rather than recipients of predetermined solutions. Assessment 
professionals can leverage their experience in facilitating difficult conversations about assessment results 
to guide similar discussions about GenAI implications while maintaining focus on shared goals of student 
success and institutional effectiveness. 

4. Cross-Institutional Partnership Development
Existing networks including AMCOA, DHE Innovation Pathways, and other consortia link community col-
leges, state universities, and specialty campuses in collaborative relationships that can accelerate GenAI 
adoption while distributing costs and risks across multiple institutions. These established partnerships 
provide platforms for running shared pilots and comparing results across different contexts, exchanging 
expertise through peer learning sessions and guest specialist presentations, and embedding GenAI litera-
cy across programs to ensure equitable access and skill development. 

Coordinated pilots and pooled resources boost local capacity while preserving campus diversity and 
respecting institutional diversity that characterizes Massachusetts public higher education. Assessment 
professionals can leverage these collaborative structures to access expertise, share costs, reduce dupli-
cation of effort, and accelerate learning through peer exchange that builds on collective experience while 
addressing common challenges systematically. 

External partnerships multiply learning opportunities across multiple institutions while enabling system-
atic evaluation of GenAI applications across different contexts and student populations. What works for 
program assessment at an urban community college may inform approaches at regional state universities, 
while research university applications can provide insights for comprehensive institutions and special-
ized schools such as Massachusetts College of Art and Design and Massachusetts Maritime Academy.



44

Cross-institutional pilot programs allow institutions to evaluate GenAI tools collaboratively while sharing 
both costs and insights about effectiveness across different educational contexts. Massachusetts’s Inno-
vation Pathways initiative provides existing infrastructure for integrating GenAI literacy across diverse 
educational pathways, supporting assessment professionals in their efforts to serve the Commonwealth’s 
varied student populations while building systematic approaches to technology integration. 

Learning from peers and experts demonstrates the value of collaborative professional development in 
GenAI integration. Massachusetts institutions can build on existing AMCOA relationships to develop part-
nerships that leverage collective learning opportunities while maintaining institutional autonomy and 
respecting diverse approaches to educational excellence and student success. 

5. Equity-Centered Implementation
Equity principles must remain central to GenAI adoption efforts to ensure that technological advance-
ment addresses rather than exacerbates existing inequities in educational access and outcomes. Partner-
ship with advocacy groups and policymakers helps secure fair access to GenAI tools and training oppor-
tunities while building bias-detection and privacy safeguards into every implementation project, aligning 
with the Commonwealth’s equity mandate and commitment to educational justice. 

GenAI systems can unintentionally reinforce biases based on race, gender, socioeconomic status, and 
other characteristics unless designed and implemented with inclusivity as a central principle rather than 
an afterthought. Assessment professionals can center equity throughout GenAI integration processes by 
ensuring that marginalized groups receive particular attention and protection while systematic approach-
es to bias detection and mitigation become standard practice. 

Incorporating equity considerations into GenAI adoption requires ongoing vigilance and systematic 
evaluation of impacts on different student populations, particularly those who have been historically 
underserved by traditional educational approaches. Assessment professionals must ensure that GenAI 
applications support rather than undermine institutional inclusion commitments while building capacity 
for recognizing and addressing potential negative consequences before they become entrenched in insti-
tutional practices. 

By centering equity concerns, assessment professionals help ensure that GenAI tools enhance educational 
opportunities for all students while paying particular attention to those with disabilities, students from 
low-income communities, and learners from historically marginalized backgrounds who may be most 
vulnerable to technological bias or exclusion from emerging opportunities. 

6. Strategic Implementation Through Networks

Massachusetts provides an ideal testing environment for collaborative GenAI implementation due to its 
diverse institution types, coordinated state leadership, and long-standing consortia that facilitate re-
source sharing and collective learning (see Figure 6.1). These characteristics create platforms for shared 
pilots, data-sharing agreements, and professional development initiatives that benefit all participating 
institutions while reducing individual costs and risks.
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Embedding GenAI literacy across all disciplines rather than confining it to technical fields widens access 
and ensures that all students develop essential technological competencies regardless of their academ-
ic focus or career aspirations. Federal initiatives aimed at democratizing AI research and development 
reinforce this collaborative strategy while providing additional resources and policy support for inclusive 
approaches to technology integration (NAIRR Task Force, 2022). 

Figure 6.1 Massachusetts GenAI Leadership Advantage: institutional diversity, state coordination, and 
robust networks

Massachusetts’s unique structural advantages for leading national conversations about collaborative 
GenAI integration in assessment include an institutional mix that enables testing across multiple contexts, 
coordinated state leadership that facilitates systematic approaches to policy and resource allocation, and 
robust collaborative infrastructure through organizations such as AMCOA that provide proven mecha-
nisms for peer learning and resource sharing. 

The convergence of institutional mix, state coordination through the Department of Higher Education, 
and collaborative structures creates powerful foundations for responsible GenAI integration that other 
states can study and adapt while ensuring that equity and innovation remain central to technology adop-
tion efforts across all participating institutions.
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7. Role-Based Action Steps
Using the six-role framework (Chapter 1), assessment professionals can leverage their positioning as 
method experts, translators, facilitators, political navigators, visionaries, and social justice advocates to 
lead collaborative GenAI implementation that builds on existing professional strengths while expanding 
impact and effectiveness. 

Method Experts can run readiness audits and gap analyses that evaluate current capabilities while 
identifying priority areas for development across multiple institutions. This systematic approach enables 
evidence-based decision-making about resource allocation and implementation strategies while building 
credibility for broader advocacy efforts through documented needs assessment and impact measurement. 

Translators and Facilitators can co-draft ethical guidelines with faculty and institutional leaders that 
balance GenAI support with academic integrity requirements while ensuring policies promote inclusivity 
across diverse student populations. These collaborative policy development processes help build  
consensus while addressing concerns and resistance constructively. 

Political Navigators and Visionaries can convene stakeholders to co-design GenAI pilots that involve 
faculty, students, and staff in developing assessment methods while fostering inclusive participation 
that considers diverse perspectives and needs across Massachusetts’s varied institutional contexts. This 
collaborative approach ensures that implementation efforts reflect stakeholder priorities while building 
broad-based support for sustained innovation. 

Social Justice Advocates can embed data privacy and equity checks in predictive models and assessment 
applications while ensuring that GenAI tools support rather than undermine institutional commitments 
to inclusion. This advocacy role requires ongoing vigilance and systematic evaluation of GenAI impacts on 
different student populations while building institutional capacity for recognizing and addressing  
potential negative consequences. 

8. Conclusion
Empathy, transparency, and collaboration define GenAI’s value in assessment practice while ensuring that 
technological capabilities serve educational goals rather than driving implementation decisions. By  
leveraging AMCOA and related networks, assessment professionals can model responsible, equity- 
centered GenAI use for other institutions while ensuring that technology amplifies rather than replaces 
human expertise in educational contexts. 

Successful GenAI integration requires commitment to collaborative approaches that recognize both tech-
nological possibilities and human needs across Massachusetts public higher education’s diverse land-
scape. Through meaningful partnerships that address concerns while building excitement about potential 
benefits, assessment professionals can ensure that GenAI tools are implemented in ways that promote 
inclusion while enhancing rather than threatening educational effectiveness and student success. 

Assessment professionals who approach partnership development strategically, building on existing rela-
tionships while creating new collaborative opportunities, can foster more equitable and inclusive educa-
tional environments where GenAI serves all students effectively while contributing to broader conversa-
tions about responsible innovation in higher education assessment and institutional effectiveness.
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Overview
Assessment professionals serve multiple distinct roles on campus, each requiring specific GenAI compe-
tencies. This chapter provides practical skill-building guidance for integrating GenAI across professional 
roles.

Key Points
• Most assessment offices report low GenAI readiness requiring systematic skill development.

• Self-assessment enables targeted GenAI competency building based on individual needs.

• Professional development must balance technical skills with ethical consideration

1. Building Individual AI Competency
Assessment professionals including academic affairs, student affairs, and institutional research, face the 
challenge of developing GenAI skills while continuing to excel in established professional roles that re-
quire deep expertise in measurement, evaluation, and continuous improvement processes. Recent re-
search indicates that 82% of institutional research and assessment offices rate their GenAI maturity as 
either “non-existent or reactive,” with only 18% describing themselves as proactive or optimized in their 
technology integration efforts (Association for Institutional Research, 2023). 

This substantial gap between GenAI availability and professional competency creates both urgency and 
opportunity for individual skill development that enhances existing professional effectiveness while 
building capacity for GenAI-informed practice that serves student learning and institutional improvement 
goals. The moment for GenAI competency development is now, as early adopters gain competitive ad-
vantages while building expertise that positions them as institutional leaders in responsible technology 
integration 

Assessment professionals can develop GenAI competencies that complement rather than replace their 
essential roles. The goal involves enhancing professional effectiveness 
through thoughtful adoption rather than becoming GenAI specialists who 
lose focus on assessment’s core mission of supporting student learning 
and institutional improvement through evidence-based decision-making 
and collaborative problem-solving. 

2. AI Competency Self-Assessment
Assessment professionals should begin GenAI skill development by evaluating current competency levels 
across primary professional functions, identifying starting points and priority areas for development that 
build on existing strengths while addressing critical gaps that limit effectiveness or innovation potential. 
The comprehensive self-assessment provided in Appendix A enables focused learning that leverages 
established expertise while developing new capabilities aligned with professional roles and institutional 
contexts. This assessment process should be repeated periodically to track progress while adjusting  
development strategies based on changing institutional needs and technological capabilities.

Through AMCOA’s collaborative network, assessment professionals can share self-assessment results and 

GenAI competencies complement 
rather than replace essential  

professional roles.

Chapter 7: Building GenAI Competency Across 
Professional Roles
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development strategies, creating peer learning opportunities that accelerate competency building across 
Massachusetts public higher education institutions. This collaborative approach enables resource sharing, 
mutual support, and collective problem-solving that benefits all participants while reducing individual 
costs and risks associated with technology adoption. 

3. Practical AI Skill Development
Building on self-assessment foundations, assessment professionals can develop specific GenAI competen-
cies through systematic practice and experimentation across core professional functions. The approach 
emphasizes learning through application rather than abstract study, enabling professionals to build confi-
dence while developing practical skills immediately applicable to current assessment responsibilities and 
institutional improvement goals. 

Maintaining Methodological Rigor requires developing continuous improvement protocols that val-
idate GenAI outputs against professional standards while understanding GenAI limitations and appro-
priate use cases. Skill-building begins with parallel analysis practice, running the same dataset through 
traditional methods and GenAI tools to compare results and understand where GenAI excels and where it 
falls short of professional expectations. 

Human-GenAI collaboration skills involve treating GenAI as a capable but fallible assistant whose work 
always undergoes professional review and validation against established criteria for accuracy, validity, 
and reliability. Prompt scaffolding include starting with broad requests, inspecting model outputs and 
reasoning processes, then refining prompts iteratively to ensure that methodological expertise guides 
GenAI applications rather than being replaced by automated processes that lack professional judgment. 

Enhancing Communication Through GenAI Assistance involves developing prompt engineering skills 
for audience-specific communication, practicing with GenAI tools to create different versions of the same 
findings for various stakeholders who require different levels of detail, framing, and calls to action. Build-
ing voice consistency exercises develops prompts that maintain institutional tone and style across  
different GenAI-generated outputs while preserving accuracy and professional standards. 

These communication skills become particularly important when assessment professionals need to 
translate complex findings for different audiences including faculty, administrators, students, and external 
stakeholders such as accreditors who require varying levels of technical detail and contextual explanation 
to understand and act upon assessment results effectively. 

Facilitating GenAI Adoption and Understanding requires developing skills in explaining GenAI tools 
and limitations to non-technical audiences while demonstrating GenAI capabilities while clearly explain-
ing constraints and appropriate use cases for different institutional contexts. These facilitation skills 
enable productive conversations about GenAI integration that address both enthusiasm and resistance 
constructively while building institutional capacity for responsible adoption. 

Assessment professionals ready to begin immediate implementation can follow the step-by-step guidance 
provided in Appendix E, which offers a practical plan for getting started with GenAI tools while building 
sustainable practices that support long-term professional development and institutional effectiveness.
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4. Professional Development and Credentialing
Systematic skill development benefits from formal recognition and structured pathways that validate  
GenAI competencies for career advancement and professional credibility within higher education con-
texts. Micro-credentials, digital badges, nanodegrees, and stackable certificates, provide practical recogni-
tion for GenAI-related skills such as prompt engineering, bias detection, ethical implementation practices, 
and validation protocol development.  

A tiered approach works well for assessment professionals, with foundation levels covering GenAI  
literacy and ethical basics, practitioner levels including workflow design and tool evaluation skills that 
enable effective implementation, and specialist levels encompassing advanced capabilities such as bias 
auditing, policy development, and institutional leadership in technology integration.  

Specific organizations, training programs, and certification opportunities are detailed in Appendix C, 
which provides current resources for continued learning and professional development in GenAI appli- 
cations. 

5. Professional Networks and Communities of Practice
Building AI competency benefits significantly from peer learning and professional networking that ex-
tends beyond formal credentialing programs to encompass ongoing collaboration and resource sharing 
across institutional boundaries. Communities of Practice (CoPs) focused on GenAI in assessment provide 
structured opportunities for skill development while creating similar networks that support continued 
learning and professional growth throughout technology evolution cycles. 

The Assessment Institute’s GenAI COP, launched in 2025, exemplifies this approach through monthly 
meetings, resource sharing, and professional development opportunities that connect assessment profes-
sionals exploring GenAI applications. The Assessment Institute in Indianapolis has pioneered professional 
development for assessment practitioners for decades, and their GenAI Community of Practice represents 
a natural evolution of their commitment to supporting assessment professionals through technological 
transitions (Assessment Institute in Indianapolis, 2025).  

Through AMCOA’s collaborative network, Massachusetts assessment professionals can create similar 
communities of practice that leverage both local expertise and national connections while building  
capacity for collective learning and resource sharing. These communities provide platforms for sharing 
successes and failures, troubleshooting implementation challenges, and developing collaborative  
approaches to common problems that benefit all participants. 

Professional networks also enable advocacy for appropriate resources, policy development, and insti-
tutional support that individual assessment professionals might not achieve independently. Collective 
action through professional organizations can influence vendor development priorities, shape policy 
discussions, and ensure that assessment professional perspectives are included in broader conversations 
about technology integration in higher education.
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6. Implementation Challenges and Solutions
Assessment professionals developing GenAI competency face predictable challenges that can be  
addressed through strategic approaches informed by professional development and networking strate-
gies. Feeling overwhelmed by the pace of GenAI development is common, but focusing on one competency 
area at a time while building skills systematically proves more effective than attempting to master every-
thing simultaneously. 

Resistance from colleagues or supervisors often stems from unfamiliarity with GenAI capabilities and  
limitations rather than principled opposition to technological change. This challenge requires responses 
that demonstrate clear value through practical applications that solve existing problems while building 
support gradually through evidence rather than arguments or technical demonstrations that may  
increase rather than reduce anxiety.  

Resource constraints limit access to advanced GenAI tools for many assessment professionals, part- 
icularly at smaller institutions facing budget pressures while competing for limited technology resources.  

Time limitations represent another common challenge, as assessment professionals already manage 
demanding workloads while taking on additional responsibilities for GenAI skill development and imple-
mentation. Addressing this challenge requires strategic approaches that integrate GenAI learning with 
existing professional responsibilities while demonstrating efficiency gains that justify initial time invest-
ments through long-term productivity improvements. 

7. Future-Oriented Competency Development
AI competency development must accommodate rapid technological change while maintaining focus 
on enduring assessment principles that support student learning and institutional effectiveness across 
diverse educational contexts. Rather than building skills dependent on current GenAI capabilities, assess-
ment professionals should develop adaptive frameworks that can incorporate new tools as they emerge 
while maintaining focus on desired outcomes and institutional goals. 

Staying current with GenAI developments requires sustainable approaches that balance innovation with 
professional responsibilities while avoiding information overload that can paralyze rather than enhance 
decision-making. Setting up curated information feeds from key sources, participating in professional 
networks focused on GenAI applications, and maintaining experimentation protocols provide foundations 
for ongoing competency development without overwhelming existing work responsibilities. 

Building competency for unknown future applications requires focusing on transferable skills that apply 
across different GenAI tools and contexts while maintaining relevance as technology evolves. Understand-
ing prompt engineering principles, developing systematic approaches to bias detection, and maintaining 
strong validation protocols provide foundations that adapt to new technologies while preserving the 
methodological rigor essential for meaningful assessment practice.
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Future-oriented development also requires attention to emerging ethical considerations and policy 
frameworks that will shape responsible GenAI use in educational contexts. Assessment professionals 
who develop competency in these areas position themselves as institutional leaders while contributing 
to broader conversations about technology integration that serves rather than undermines educational 
values and student success goals. 

8. Conclusion
Building GenAI competency across professional roles enhances rather than replaces the human expertise 
that assessment professionals bring to institutions through systematic skill development that builds on 
existing professional strengths and institutional needs. This competency development assessment profes-
sionals to serve as critical bridges between GenAI capabilities and meaningful application in educational 
contexts. 
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Overview
The future of GenAI in assessment extends beyond efficiency gains to  
fundamental transformation of how institutions evaluate learning. This 
chapter examines emerging trends and offers strategic recommendations 
for assessment professionals.

Key Points
• GenAI is redefining assessment and learning in competency-based education.

• Human oversight remains essential as GenAI tools grow more sophisticated.

• Cross-institutional partnerships will accelerate responsible GenAI adoption.

1. Introduction
The future of GenAI in assessment is already here. It is reshaping how institutions evaluate learning, doc-
ument evidence for accreditors like NECHE, and safeguard data integrity across academic, student-affairs, 
and research domains. Assessment professionals must anticipate emerging trends, manage ethical con-
siderations, and adopt strategic approaches that enhance rather than disrupt effectiveness while main-
taining focus on student learning outcomes and institutional improvement goals. 

Understanding technology shifts helps assessment professionals plan near-term actions and long-term 
strategies that position their institutions for success in rapidly evolving technological landscapes. By 
examining emerging trends, transformative applications, and strategic considerations systematically, 
assessment professionals can prepare for both immediate opportunities and longer-term challenges that 
will shape assessment practice over the coming decades. 

2. Emerging Trends in GenAI for Assessment
GenAI-Enhanced Data Analytics represents the most immediate transformation facing assessment pro-
fessionals, as vast data processing capabilities enable new insights for learning assessment, accreditation 
preparation, and institutional research applications. Predictive dashboards guide intervention strategies 
while streamlining evidence synthesis for accreditation processes, enabling more comprehensive and 
timely analysis than traditional approaches allow. 

These enhanced analytics capabilities enable assessment professionals to process larger datasets more 
quickly while identifying patterns that might be missed through manual analysis. Real-time data process-
ing supports more responsive institutional decision-making while reducing the time lag between data 
collection and actionable insights that can improve student outcomes and program effectiveness. 

Personalized and Adaptive Learning Assessment demonstrates how GenAI transforms competen-
cy-based education by creating real-time, individualized pathways that align with diverse learning styles 
and institutional contexts. Adaptive assessment engines provide customized learning experiences that 
better serve diverse learners across Massachusetts’s varied institutional landscape while supporting 
more sophisticated approaches to measuring and documenting student progress.

Assessment professionals  
serve as critical bridges between  

GenAI capabilities and  
meaningful application.

Chapter 8: Future Directions and Outlook for AI in 
Assessment
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These personalized approaches enable more nuanced understanding of student learning while support-
ing differentiated instruction and assessment strategies that recognize individual differences in learning 
styles, prior preparation, and educational goals. Assessment professionals can leverage these capabilities 
to provide more comprehensive evidence of student achievement while supporting faculty efforts to en-
hance pedagogical effectiveness. 

State Momentum through initiatives such as the Massachusetts GenAI Strategic Task Force use  
(Commonwealth of Massachusetts, 2024) and MACH (Massachusetts Artificial Intelligence Collaborative 
for Higher Education) reflects growing executive-level recognition of GenAI’s transformative potential 
across sectors, including public higher education. The Task Force urges investments in digital equity, 
GenAI literacy, and ethical use policies, while MACH represents a collaborative initiative uniting Massa-
chusetts state universities and community colleges to explore AI’s potential through practical, cross-insti-
tutional projects that foster inclusive participation from faculty and staff. 

Focused on enhancing teaching, learning, and administrative operations, MACH drives innovation through 
monthly meetings and working groups that address real-world needs across the public higher education 
system. This state-level support creates opportunities for coordinated approaches to GenAI integration 
while ensuring that individual institutional efforts align with broader strategic goals for economic devel-
opment, workforce preparation, and educational equity that benefit all Massachusetts residents. 

Ethical Governance requires policies that define responsible, transparent use while establishing ac-
countability mechanisms that protect student interests and institutional values. AMCOA can coordinate 
shared guidance across campuses while building collective capacity for ethical decision-making that bal-
ances innovation with risk management and regulatory compliance. 

3. Transformative Applications on the Horizon
Integration with Institutional Effectiveness Models demonstrates how GenAI’s capabilities extend beyond 
individual assessments to broader institutional effectiveness measures that provide comprehensive views 
of student success and institutional performance. . Automated evidence‐maps aggregate course, co- 
curricular, and alumni data, giving provosts near–real-time dashboards for accreditation self-studies and 
strategic planning processes.  

GenAI-driven accreditation tools are emerging to assist in compliance reporting for NECHE and other 
accreditors by synthesizing evidence of student learning in alignment with accreditation standards while 
reducing the manual labor traditionally required for comprehensive self-studies. These tools may enable 
more efficient documentation processes while maintaining the thoroughness and accuracy required for 
successful accreditation outcomes. 

Predictive modeling applications enable institutions to identify students at risk of academic difficulty 
before problems manifest, allowing proactive interventions that prevent rather than remediate learning 
challenges. These early warning systems support more effective student success initiatives while optimiz-
ing resource allocation for support services and academic interventions.
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Comprehensive learning analytics connecting academic performance, co-curricular engagement, campus 
resource utilization, and post-graduation outcomes create holistic views of educational effectiveness that 
inform strategic planning and resource allocation decisions. These integrated approaches enable more  
sophisticated understanding of factors that contribute to student success while supporting evidence- 
based decision-making about program improvements and institutional priorities. 

Cross-Institutional Collaboration Platforms allow assessment professionals to share resources, bench-
mark performance, and develop collective approaches to GenAI integration reducing duplication and 
speeding collective learning across institutions. Through established networks such as AMCOA, Massa-
chusetts institutions can pioneer collaborative platforms while contributing to national conversations 
about responsible GenAI integration in higher education.

4. Challenges and Strategic Considerations
Maintaining Human Oversight becomes increasingly critical as GenAI tools become more sophisticated 
and potentially more influential in educational decision-making. As GenAI capabilities expand, institu-
tions must ensure that human judgment remains central to assessment processes, with GenAI supporting 
rather than replacing faculty expertise in interpreting complex data and making value-based decisions 
about student learning and program effectiveness. 

Addressing Bias and Data Integrity Issues requires ongoing vigilance as GenAI models are trained on 
vast datasets that may not reflect the diversity of student populations or institutional contexts served by 
Massachusetts public higher education. Without proper oversight, GenAI-generated assessments could 
perpetuate existing inequities in education while appearing objective and neutral, necessitating systemat-
ic monitoring and correction protocols. 

Ethical and Privacy Considerations become more complex as GenAI becomes more embedded in as-
sessment processes. Campus policies must comply with regulations such as FERPA while protecting 
student interests and educational quality. National recommendations for AI ecosystem development em-
phasize the importance of strengthening ethical guidelines and democratic participation in AI governance 
(National Artificial Intelligence Advisory Committee, 2023). 

5. Immediate Recommendations for Assessment Professionals
• Build GenAI Capacity through professional development opportunities that enhance GenAI literacy 

and fluency while focusing on assessment applications and ethical considerations that align with 
institutional values and professional responsibilities. Assessment professionals should prioritize 
learning opportunities that build both technical competency and ethical reasoning skills necessary 
for responsible implementation. 

• Develop Comprehensive GenAI Assessment Guidelines collaboratively with faculty, students, and 
other key stakeholders that align with institutional missions, accreditation standards, and disci-
plinary requirements while defining appropriate boundaries for GenAI-assisted assessment. These 
guidelines should address concerns related to bias, transparency, and data security while provid-
ing clear frameworks for ethical use that support rather than undermine educational effectiveness. 

• Implement Responsible GenAI Practices using regular audits to compare GenAI-generated data 
that ensure accuracy and fairness while developing transparency measures that help stakeholders 
understand how GenAI is used in assessment processes. Assessment professionals should estab-
lish systematic approaches to GenAI validation that compare outputs with human expert judgment 
while documenting both successes and limitations for continuous improvement purposes. 
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Continue to emphasize the importance of human-centered approaches that prioritize educational 
outcomes over technological capabilities while maintaining focus on the student learning goals 
that justify all assessment efforts  (U.S. Department of Education, Office of Educational Technology, 
2023).

Strengthen Cross-Institutional Collaboration to develop shared best practices for GenAI inte-
gration while engaging with state and national higher education organizations to contribute to Ge-
nAI policy development and stay informed about emerging regulatory frameworks that will shape 
future implementation requirements and opportunities. 

6. Long-Term Considerations and Research Directions
The long-term impact of GenAI on assessment requires ongoing research and systematic evaluation of 
GenAI integration. Future research should explore how GenAI-driven tools shape assessment of student 
learning outcomes, accreditation processes, and institutional decision-making while examining both in-
tended and unintended consequences of GenAI adoption in educational settings.

• Key Research Priorities include investigating the evolving relationship between GenAI and accred-
itation standards as accrediting bodies such as NECHE adapt their expectations and requirements 
to accommodate GenAI-enhanced assessment processes. Understanding the long-term effects of  
GenAI-assisted formative and summative assessments on student learning and educational out-
comes require longitudinal studies that track student experiences across multiple years and insti-
tutional contexts.

• Cross-Institutional Collaboration Models for GenAI integration in assessment requires documen-
tation and evaluation to identify effective partnership structures, resource-sharing arrangements, 
and collaborative governance approaches that enable institutions to benefit from collective exper-
tise while maintaining institutional autonomy and mission alignment.

• Policy and Governance Research should examine how institutional GenAI policies affect assess-
ment practice while identifying regulatory frameworks that support innovation while protecting 
student interests and educational quality. 

7. Conclusion
Massachusetts combines a long history of educational innovation with powerful collaboration culture 
that positions the Commonwealth to lead national conversations about responsible GenAI integration in 
assessment. From Harvard’s founding in 1636 to today’s network of community colleges, state universi-
ties, and specialized campuses, the Commonwealth has refined assessment expertise and equity-minded 
practices that provide strong foundations for technology integration that serves all learners effectively.  

State coordination through the DHE and peer networks like AMCOA provide assessment profession-
als with ready platforms to pilot and scale responsible GenAI use. GenAI is accelerating change, but the 
mission remains: help students succeed. These collaborative structures enable systematic approaches to 
innovation while preserving institutional autonomy and respecting diverse missions and student popula-
tions. 

GenAI is accelerating change, but the mission remains constant to helping students succeed regardless 
of how technology evolves. By integrating GenAI with purpose, transparency, and equity commitments, 
assessment professionals ensure that each decision supports student success while reflecting shared ded-
ication to educational excellence and opportunity that characterizes Massachusetts public higher educa-
tion at its best.
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Appendices
Appendix A: AI Readiness Self-Assessment for Assessment Professionals
Instructions

Rate each statement using the scale: 4 = Strongly Agree, 3 = Agree, 2 = Disagree, 1 = Strongly Disagree

Technical Understanding

____ I understand how GenAI works (pattern recognition vs. genuine understanding) 

____ I can identify appropriate use cases for AI in assessment contexts 

____ I understand the limitations and potential biases of AI tools 

____ I can evaluate AI outputs for accuracy and validity

Practical Application

____ I have experimented with GenAI tools for assessment tasks 

____ I can write effective prompts to get useful GenAI outputs 

____ I know how to validate GenAI-generated insights before using them 

____ I can integrate AI tools into existing assessment workflows

Institutional Navigation

____ I understand my institution’s AI policies and constraints 

____ I can build support for AI applications among colleagues 

____ I know how to address privacy and security concerns with AI use 

____ I can advocate for appropriate AI resources and training

Professional Roles

____ I can leverage AI while maintaining my role as a method expert 

____ I can translate AI capabilities and limitations for stakeholders 

____ I can facilitate productive discussions about AI integration 

____ I can ensure AI applications support equity and inclusion goals

Scoring
• 16-13 points per section: Strong readiness in this area
• 12-9 points per section: Moderate readiness, some development needed
• 8-5 points per section: Limited readiness, significant development needed
• Below 5 points per section: Beginning level, foundational learning required

Development Priorities - Based on your lowest-scoring sections:
• Technical Understanding: Focus on Chapter 2 and hands-on experimentation
• Practical Application: Start with simple substitution tasks (Chapter 3)
• Institutional Navigation: Review Chapter 5 and assess local context
• Professional Roles: Develop competencies outlined in Chapter 7
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Appendix B: Glossary of Key Terms
Academic Integrity The commitment to honesty, responsibility, and ethical behavior in academic work. It affirms trust in 
one’s own intellect and efforts (Massachusetts Institute of Technology, n.d.).

AI Fluency The ability to understand how artificial intelligence systems work, evaluate their outputs critically, and use them 
effectively and ethically. This includes knowing when AI is appropriate to use, recognizing its limitations, and understanding 
potential biases in AI-generated results.

AI Literacy The ability to understand how artificial intelligence systems work, evaluate their outputs critically, and use them 
effectively and ethically. This includes knowing when AI is appropriate to use, recognizing its limitations, and understanding 
potential biases in AI-generated results.

Application Programming Interface (API) A set of rules that allows different computer programs to communicate with each 
other automatically. For example, when Claude analyzes a spreadsheet, an API lets it connect to the data source without requir-
ing manual copying and pasting of information.

Artificial Intelligence (AI) Computer systems designed to simulate human cognitive functions such as problem-solving, deci-
sion-making, learning, and language comprehension.

Bias Detection The process of identifying unfair or discriminatory patterns in AI outputs that may disadvantage certain 
groups of students or stakeholders.

Cognitive Offloading The act of reducing mental processing demands by using tools, like GenAI, to assist with cognitive tasks 
(Morrison & Richmond, 2020).

Data Integrity Ensuring GenAI-generated content is accurate, reliable, free from misinformation, and aligned with ethical use 
in educational contexts.

Deep Learning A subset of machine learning that utilizes neural networks with multiple layers to detect patterns and make 
decisions from large data sets.

Generative Artificial Intelligence (GenAI) AI capable of producing original content, such as text, images, or code, by extrapo-
lating patterns from large training datasets.

Hallucination AI’s tendency to generate plausible sounding but factually incorrect information, requiring human verification 
of outputs.

Human Oversight or Human-in-the-Loop The principle that all AI-assisted outputs should be reviewed and verified by a 
qualified individual to ensure ethical use and contextual appropriateness (CHEA, 2025).

Improvement vs. Accountability A distinction emphasizing that assessment should first serve program enhancement and 
student learning, not merely compliance (Ewell, 2008).

Large Language Model (LLM) AI systems trained on massive volumes of text to generate coherent, context-aware language 
responses and analyses.

Machine Learning (ML) A form of AI that enables systems to learn from data and improve their performance over time with-
out being explicitly programmed.

Natural Language Processing (NLP) A branch of AI focused on enabling machines to understand, interpret, and generate 
human language.

Prompt Engineering The art of designing input queries to guide and optimize AI-generated outputs for specific assessment or 
communication tasks.

Reinforcement Learning from Human Feedback (RLHF) Training process where human evaluators help shape AI behavior, 
potentially introducing human biases into systems.

Tokenization The process of breaking text into smaller units (tokens) to allow AI to recognize patterns, structures, and mean-
ing within language data.

Validation Protocols Systematic procedures for checking AI outputs against professional standards, human judgment, and 
established criteria before use in decision-making.
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Appendix C: Resources for Continued Learning
Professional Organizations and Communities

1.	 Indiana University’s Assessment Institute GenAI Community of Practice: Monthly meetings and re-
source sharing for assessment professionals exploring AI applications

2.	 Association for Institutional Research (AIR): Research and resources on AI in institutional research and 
effectiveness

3.	 Advancing a Massachusetts Culture of Assessment (AMCOA): State-level collaboration and professional 
development organization of the 28 undergraduate-serving institutions of public higher education in Mas-
sachusetts

Recommended Reading

1.	 Teaching with AI: A Practical Guide to a New Era of Human Learning by Bowen & Watson (2024)

2.	 UNESCO Guidance for Generative AI in Education and Research (Holmes & Miao, 2023)

3.	 EDUCAUSE AI Landscape Studies and Reports

4.	 Co-Intelligence: Living and Working with AI by Ethan Mollick (2024)

Online Resources

1.	 Assessment Institute of Indianapolis: Professional development opportunities and AI-focused sessions

2.	 EDUCAUSE Review: Emerging technologies and trends in higher education

Training and Certification

1.	 Micro-credentials: Digital badges for AI literacy, prompt engineering, and ethical implementation

2.	 Professional development workshops: Discipline-specific AI applications in assessment

3.	 Vendor training: Tool-specific training from AI companies for educational applications
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Appendix D: Decision Tree - Choosing Your First AI Tool
Start Here: What is your primary assessment challenge?

Analyzing large amounts of text data (surveys, reflections, portfolios)? → Consider: Claude, ChatGPT, 
or Gemini for thematic analysis → Start with: Free versions for experimentation, enterprise for sensitive 
data → First step: Practice with anonymized data samples

Creating reports and communications? → Consider: Claude for professional writing, Grammarly for 
editing → Start with: Drafting executive summaries or meeting notes → First step: Generate outline, then 
refine with your expertise

Data visualization and analysis? → Consider: ChatGPT with data analysis capabilities, Claude for inter-
pretation → Start with: Simple descriptive statistics, trend identification → First step: Upload non-sensi-
tive datasets for basic analysis

Faculty development and support? → Consider: ChatGPT for generating discussion questions, Claude 
for resource creation → Start with: Workshop planning, resource compilation → First step: Create sample 
training materials

Security and Budget Considerations

Does your task involve sensitive data?

• Yes: Use enterprise/paid versions only, verify data handling policies

• No: Free versions acceptable for learning and experimentation

What resources are available?

• No budget: Start with free versions, focus on non-sensitive applications

• Limited budget: Consider individual subscriptions ($20/month range)

• Institutional support: Advocate for enterprise solutions with proper security

Implementation Path

1.	 Experiment with chosen tool using practice data

2.	 Document what works and what does not

3.	 Validate outputs against your professional judgment

4.	 Share learnings with AMCOA colleagues

5.	 Scale successful applications gradually
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Appendix E: Quick Start Guide for Assessment Professionals
This Week (Getting Started):

1.	 Complete GenAI Readiness Self-Assessment (Appendix A)

2.	 Create free account with one GenAI tool (ChatGPT, Claude, or Gemini)

3.	 Try one simple task: analyze 5-10 anonymous survey responses about student learning

4.	 Document what you learn about the tool’s capabilities and limitations

5.	 Connect with one AMCOA colleague about your GenAI experiences

This Month (Building Skills):

1.	 Practice prompt engineering with different types of assessment data

2.	 Experiment with 2-3 different GenAI applications relevant to your role

3.	 Share experiences with a colleague or supervisor, focusing on practical benefits

4.	 Identify one routine task where GenAI could save time for program improvement work

5.	 Attend a session or webinar on GenAI in assessment on Linkedin or YouTube

Next 3 Months (Expanding Application):

1.	 Pilot GenAI integration in one assessment workflow with faculty partner

2.	 Develop validation protocols for GenAI outputs that maintain quality standards

3.	 Build case for institutional GenAI resources, including budget justification

4.	 Connect with other Massachusetts assessment professionals using GenAI through AMCOA 

5.	 Present preliminary findings at departmental or institutional meeting

Next 6 Months (Leading Transformation):

1.	 Establish a GenAI working group or community of practice at your institution

2.	 Develop institution-specific guidelines for GenAI use in assessment

3.	 Mentor colleagues in GenAI applications while maintaining ethical standards

4.	 Contribute to AMCOA GenAI resource sharing and best practices development

5.	 Plan presentation for AMCOA conference on GenAI implementation lessons learned

Ongoing (Sustainable Practice):

1.	 Stay current with GenAI developments through professional networks and AMCOA 

2.	 Maintain human oversight of all GenAI applications, documenting validation processes

3.	 Document successes and failures for continuous improvement and AMCOA sharing

4.	 Advocate for responsible GenAI integration across Massachusetts public higher education

5.	 Contribute to state and national conversations about GenAI in assessment through professional organiza-
tions
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Common First Tasks to Try

1.	 Thematic analysis: Categorize open-ended survey responses about program effectiveness

2.	 Report drafting: Generate initial outlines for annual assessment reports or NECHE documentation

3.	 Meeting summaries: Create action items from assessment committee meetings

4.	 Literature review: Summarize research articles on assessment topics relevant to your programs

5.	 Communication: Adapt technical findings for different audiences (faculty, administrators, students)

6.	 Rubric development: Generate initial criteria for evaluating student work in specific disciplines

7.	 Survey design: Create draft questions for program evaluation or student feedback

8.	 Data interpretation: Analyze trends in student learning outcomes across semesters

Red Flags - When NOT to Use GenAI

• Working with identifiable student data without proper safeguards and institutional approval

• Making high-stakes decisions about student progression or program continuation based solely on GenAI anal-
ysis

• In contexts where your institution explicitly prohibits GenAI use

• When you cannot validate or understand the GenAI output through established assessment methods

• For tasks requiring professional judgment about student welfare or academic integrity issues

• When FERPA compliance cannot be ensured through vendor agreements

• For final accreditation reports without extensive human review and validation
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